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Background
In the international report from the International Computer and Information Literacy 
Study (ICILS) 2013, the analyses showed a positive relationship between the use of com-
puters and computer and information literacy (CIL) for some purposes of computer 
use and some countries, but not for all countries (Fraillon et al. 2014, p. 234ff.). In this 
paper we use Latent Class Analysis to look further into the students’ recreational and 
school-related computer use in order to identify patterns of students’ use of informa-
tion and communication technologies (ICT). Furthermore, we investigate differences in 
the relation between recreational and school-related computer use patterns. To do so, 
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secondary analyses of the ICILS 2013 dataset are conducted using the student data set 
from the 21 education systems that participated in the study.

First, the theoretical framework as well as the current state of research will be pre-
sented. After developing the research question of this paper, the sample, the measure-
ment instruments as well as the statistical techniques are described and the results 
presented.

Earlier studies and theoretical framework
The question of whether the use of computers is related to students’ achievement has 
been asked for many years now. A number of studies have shown a primarily nega-
tive relation between use of computers and student performance in other topics than 
ICT. Biagi and Loi used PISA 2009 data to show that on four constructed scales, only 
gaming had a mostly positive relation to student performance across countries (Biagi 
& Loi 2013), while the use of computers for other activities both in school and out of 
school were negatively correlated to student performance in most countries. Based on 
2012 data from PISA, OECD showed that “overall, the relationship between computer 
use at school and performance is graphically illustrated by a hill shape, which suggests 
that limited use of computers at school may be better than no use at all, but levels of 
computer use above the current OECD average are associated with significantly poorer 
results” (OECD 2015, p. 146). But OECD also shows that the outcome of the use of com-
puters is dependent on the context and the types of use, concluding that “overall, the 
evidence from PISA, as well as from more rigorously designed evaluations, suggests that 
solely increasing access to computers for students, at home or at school, is unlikely to 
result in significant improvements in education outcomes. Furthermore, both PISA data 
and the research evidence concur on the finding that the positive effects of computer 
use are specific—limited to certain outcomes, and to certain uses of computers” (OECD 
2015, p. 163).

Gerick et al. (2014) surveyed a number of studies and meta studies from both national 
and international contexts and concluded that while some studies show a positive rela-
tion between computer use and academic outcome, the overall conclusion is that the 
effect of computer use is dependent on the teaching methods and the contexts, and that 
there is still a lack of representative studies based on valid broad assessments of aca-
demic knowledge and skills (Gerick et al. 2014, p. 221). Comi et al. (2017) were able to 
show that specific teaching practices related to ICT were indeed better than others to 
improve students’ achievement. The successful practices were: “aimed at increasing stu-
dents’ awareness of ICT use and at improving their navigation critical skills, developing 
students’ ability to distinguish between relevant and irrelevant material and to access, 
locate, extract, evaluate and organize digital information” (Comi et al. 2017, p. 36f.).

In a recent review Bulman and Fairlie investigated the impact of investment in com-
puters in school, the use of computer-assisted instruction (CAI), and the use of com-
puters at home. Their conclusion is lukewarm: “Theoretically, the net effects of ICT 
investments in schools, the use of CAI in schools, and the use of computers at home 
on educational outcomes are ambiguous […] Schools should not expect major improve-
ments in grades, test scores, and other measures of academic outcomes from invest-
ments in ICT or adopting CAI in classrooms” (Bulman & Fairlie 2016, p. 275).



Page 3 of 15Bundsgaard and Gerick ﻿Large-scale Assess Educ  (2017) 5:16 

There has been limited research into the relations between the use of ICT in- and out-
side of school and students’ ICT competences or Computer and Information Literacy 
(CIL) (Alkan & Meinck 2016, p. 2). But in recent years a number of studies have looked 
more specifically into the topic. The results have been somewhat diverse. A positive rela-
tion between use of computers and students’ CIL was shown in an intervention study 
that compared classrooms where students used computers as part of a prescribed cur-
riculum, with classrooms with no or little use of computers (Spektor-Levy & Granot-
Gilat 2012). A study using data from ICILS 2013 also showed a positive relation between 
CIL and use of ICT for social communication (Alkan & Meinck 2016, p. 14). Some stud-
ies are not able to show a relation at all (Scherer et al. 2017, p. 496), and some even find 
negative relations between use of ICT and CIL (Hatlevik et al. 2015, p. 228).

In this study we use ICILS data to look into the question of relation between ICT use 
and student achievement. ICILS 2013 is measuring computer- and information literacy 
(CIL) in 8th grade students. CIL is defined as “an individual’s ability to use computers 
to investigate, create, and communicate in order to participate effectively at home, at 
school, in the workplace, and in society” (Fraillon et  al. 2013, p. 17), and CIL is con-
ceptualized in two strands: “collecting and managing information” and “producing 
and exchanging information”. The final instrument measured these two strands as one 
dimension (Fraillon et al. 2014, p. 73). As part of the study, students were asked to fill out 
a questionnaire, asking about kinds of computer use at home and in school. From a com-
mon sense point of view, use of computers in school should positively affect CIL. But, as 
stated earlier, even though there is a small but positive relationship between computer 
use in school and the measured CIL in the international average, it is not significant in 
most of the ICILS countries.

By digging deeper into differences in students’ reports on computer use, this study will 
identify qualitatively different patterns in use and relations between these patterns and 
CIL.

Accordingly, this article addresses the following research questions:

1a.	Is it possible to empirically identify patterns of students’ computer use for out-of-
school and recreational use in the 21 education systems participating in ICILS 2013?

1b.	 If so, are there differences in the distribution of the identified school clusters 
across these 21 education systems?

2.	 Are there relations between the identified patterns to the students’ level of computer 
and information literacy in the 21 education systems participating in ICILS 2013?

Sample, measurement instruments, and statistical analyses
Sample

The data for the secondary analyses are derived from the (ICILS 2013) conducted by the 
International Association for the Evaluation of Educational Achievement (IEA). For the 
first time, the computer and information literacy of Grade 8 students was examined in an 
international comparison using computer-based testing. Furthermore, information on 
teaching and learning with ICT was collected using questionnaires for students, teach-
ers, school principals, and ICT coordinators as well as a national context questionnaire 
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(Jung and Carstens 2015). Overall, 21 education systems participated in ICILS 2013. The 
student data set contains 59,430 students.

Cases with missing values in any of the relevant variables were omitted from the analy-
ses. Overall, the data of 57,989 Grade 8 students from the ICILS 2013 study could be 
taken into account across the 21 education systems participating in ICILS 2013. It needs 
to be taken into account that five education systems did not meet the IEA’s high sam-
pling requirements, but all of them show a student participation rate of 80% or above 
(Denmark 87.8%, Hong Kong 89.1%, Netherlands 87.7%; Switzerland 89.7%; Buenos 
Aires: 80.2%, cf. Bos et al. 2014, p. 331). In favor of the international comparison of all 
participating education systems in ICILS 2013, these countries have nonetheless been 
included into the analyses. The data from these five education systems are more bias-
prone and should be interpreted with caution.

Measurement instruments

To conduct the secondary analyses in order to identify different patterns of students’ 
school-related and recreational computer use, we used five international scales, which 
were developed based on the items from four questions from the ICILS 2013 student 
questionnaire relating to use of computers at home and in school (Jung & Carstens 2015, 
p. 268ff.). All of these four questions dealt with the frequency (“How often do you use…”) 
of using ICT (computer or the Internet) in different contexts for different purposes: out-
side of school for different activities (Q18, Q19), for different out-of-school activities 
(Q20) and for different school-related purposes (Q21).

The five scales are presented in Table 1.
All scales are internationally standardized to a mean of 50 and a standard deviation of 

10. For our secondary analyses, we z-standardized the scales to a mean of 0 and a stand-
ard deviation of 1.

Furthermore, the students’ achievement data from the computer based competence 
test used in ICILS 2013 to measure the students’ CIL was used, taking into account the 
five plausible values (Jung & Carstens 2015).

Statistical techniques

In order to answer the first research question, a latent class analysis (LCA) was con-
ducted. LCA is a method of identifying latent clusters based on probabilistic test models 
(Lazarsfeld and Henry 1968; McCutcheon 1987) using manifest indicators (Geiser 2013). 
The aim of the LCA is to determine the probability that a case in a data set belongs to a 
certain cluster. Cases within a cluster should be the most similar, while the differences 
between distinct clusters should be as large as possible. In the context of this article, 
each student represents a case, and the LCA seeks to cluster these students according to 
probability using the five aforementioned z-standardized scales.

To identify the statistically optimal amount of clusters, different statistical models are 
analyzed separately and subsequently compared using the analysis software Mplus 7.0 
(Muthén and Muthén 2012). To compare the different models, information criteria like 
the Akaike Information Criterion (AIC; Akaike 1974) or the Bayesian Information Crite-
rion (BIC; Schwarz 1978) can be used. Lower AIC and BIC values for a model indicate a 
better model fit (Rost 2004).
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Since the number of schools varies in the countries that participated in ICILS 2013, 
and to make sure that each country contributes the same proportion of data into the 
LCAs, the student weights in all schools across the 21 education systems were rescaled 
(Gonzalez 2012) to a sample size of 500 in each country. This was done by multiplying 
the original weights with the constant 500 and then dividing the product by the sum 
of the original student weights. The advantage of this procedure is the resultant equal 
weighting of the countries irrespective of the individual sample size within the coun-
try. To analyze the distribution of the clusters across the 21 education systems in the 

Table 1  Instruments used for  the secondary analyses. Source Based on information in 
Jung and Carstens (2015, p. 268f)

Name of the index Variable name Index was derived from the following variables

Use of specific ICT applications S_USEAPP IS1G18A: Creating or editing documents (for example 
to write stories or assignments)

IS1G18B: Using a spreadsheet to do calculations, store 
data or plot graphs (for example using [Microsoft 
Excel®])

IS1G18C: Creating a simple “slideshow” presentation 
(for example using [Microsoft PowerPoint®])

IS1G18D: Creating a multimedia presentation (with 
sound, pictures, video)

IS1G18E: Using education software that is designed to 
help with your school study (for example mathemat-
ics or reading software)

IS1G18F: Writing computer programs, macros or scripts 
(for example using [Logo, Basic or HTML])

IS1G18G: Using drawing, painting or graphics software

Use of ICT for social communication S_USECOM IS1G19C: Communicating with others using messaging 
or social networks (for example instant messaging or 
[status updates])

IS1G19D: Posting comments to online profiles or blogs
IS1G19H: Uploading images or video to an [online pro-

file] or [online community] (for example Facebook or 
YouTube)

IS1G19I: Using voice chat (for example Skype) to chat 
with friends or family online

Use of ICT for exchanging information S_USEINF IS1G19E: Asking questions on forums or [question and 
answer] websites

IS1G19F: Answering other people’s questions on 
forums or websites

IS1G19G: Writing posts for your own blog
IS1G19J: Building or editing a webpage

Use of ICT for recreation S_USEREC IS1G20A: Accessing the Internet to find out about 
places to go or activities to do

IS1G20B: Reading reviews on the Internet of things you 
might want to buy

IS1G20D: Listening to music
IS1G20E: Watching downloaded or streamed video (for 

example movies, TV shows or clips)
IS1G20F: Using the Internet to get news about things I 

am interested in

Use of ICT for study purposes S_USESTD IS1G21A: Preparing reports or essays
IS1G21B: Preparing presentations
IS1G21C: Working with other students from your own 

school
IS1G21D: Working with other students from other 

schools
IS1G21E: Completing [worksheets] or exercises
IS1G21F: Organizing your time and work
IS1G21G: Writing about your learning
IS1G21H: Completing tests



Page 6 of 15Bundsgaard and Gerick ﻿Large-scale Assess Educ  (2017) 5:16 

ICILS 2013 study, the results of the LCA from Mplus were matched with the interna-
tional student dataset. Descriptive statistics were subsequently obtained using the IEA 
IDB Analyzer 3.1 (Rutkowski et al. 2010) and the total student weight provided by the 
international ICILS 2013 database (Jung and Carstens 2015).

To answer the second research question, the IDB Analyzer 3.1 was used to compare 
the means in the student achievement (plausible values) between the different clusters 
by country.

Results
The following section presents the results of the secondary analysis of the ICILS 2013 
data, structured by the research questions presented earlier. It looks first at whether it is 
possible to empirically cluster the participating Grade 8 students by their school-related 
and recreational computer use, using the results of the latent class analysis and with that 
identify different patterns. The distribution of the clusters or patterns across the coun-
tries that participated in ICILS 2013 is also presented. The detailed examination of the 
relation between clusters and student CIL forms the focus of the results regarding the 
second research question.

Research question 1a. Identification of different patterns of students’ computer use

To answer the first research question, we first had to analyze whether it is possible to 
identify different clusters or patterns of students’ computer use across the 21 education 
systems, which participated in ICILS 2013. The comparison of different LCAs conducted 
with Mplus to identify the optimal amount of clusters revealed that the three-cluster-
model best describes the data.

In the model selected, the average latent class probabilities for the most likely latent 
class membership are 0.9 or above and are thus good for all three identified clusters 
(Rost 2006). Figure 1 shows the distribution of the three clusters or patterns across the 
five scales representing the students’ school-related and recreational computer use. As 
described in the methods-section, the scales were z-standardized and therefore have a 
mean of 0 and a standard deviation of 1.

As Fig. 1 shows, over three quarters of the students (77.2%) have the highest probabil-
ity of being categorized into cluster 2. The students in this cluster can be characterized 
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Fig. 1  Distribution of the three identified clusters of students’ school-related and recreational computer use
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as having an average frequency school-related and recreational computer use. In com-
parison, students in cluster 1, comprising 11.5 percent of the Grade 8 students included 
in the analyses, can be characterized as having a low frequency use pattern. Particularly 
in the scales Use of ICT for communication (USECOM) and Use of ICT for study pur-
poses (USESTD), the frequency of ICT use is far below the average. Finally students in 
cluster 3 (11.3%) can be characterized as having a high frequency use pattern. These stu-
dents stand out as having a particularly high frequency of computer use for exchanging 
information (USEINF). Except from the Use of ICT for recreation (USEREC), all scales 
are about or more than one standard deviation above the average frequency.

The three groups are closest to each other in the frequency of USEREC and farthest 
away from each other in the frequency of USESTD and Use of ICT for exchanging infor-
mation (USEINF).

Table 2 shows the means of all five scales by cluster.
Overall, the results show that it is possible to empirically identify different patterns of 

students’ computer use. The next step is to look at the distribution of the three patterns 
across the 21 education systems.

Research question 1b. Distribution of the patterns across countries

Table 3 shows the percentages of students which can be classified into the three identi-
fied patterns of computer use for school-related or recreational purposes for each of the 
21 education systems that participated in ICILS 2013. Significances in the percentages 
are calculated for each participating education system for each of the three clusters in 
comparison to the average frequency of each cluster.

The highest percentage of students across all 21 education systems are in cluster 2, 
with consist of students with an average frequency use pattern. The percentage differs by 
country with nearly nine out of ten (86.6%) students in Norway and less than two-thirds 
(63.1%) in the Republic of Korea.

Bigger differences between the education systems can be found when looking into 
clusters 1 and 3. In 12 education systems, a higher percentage of students can be catego-
rized in cluster 3, high frequency use pattern, in comparison to cluster 1, low frequency 
use pattern. In comparison, in nine education systems, more students can be categorized 
in cluster 1 than in cluster 3. The highest frequencies of students categorized in cluster 1 
can be found in the Republic of Korea (31.7%), Germany (18.5%), Hong Kong (17.3), and 
Buenos Aires (17.2%), with the smallest percentages in Denmark (2.2%), Norway (4.6%), 

Table 2  Means of all five scales by cluster

Use of ICT 
for exchang-
ing 
information 
(USEINF)

Use of spe-
cific ICT 
applica-
tions 
(USEAPP)

Use of ICT 
for com-
munication 
(USECOM)

Use of ICT 
for study 
purposes 
(USESTD)

Use of ICT 
for rec-
reation 
(USEREC)

M SE M SE M SE M SE M SE

Cluster 1: low frequency use pattern − 0.95 .02 − 0.90 .03 − 1.22 .03 − 1.53 .04 − 0.70 .02

Cluster 2: average frequency use pattern − 0.10 .01 − 0.04 .01 0.06 .01 0.07 .01 0.00 .01

Cluster 3: high frequency use pattern 1.43 .05 1.13 .03 0.88 .02 0.91 .02 0.39 .03
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and the Russian Federation (5.6%). The highest frequencies of students categorized in 
cluster 3, high frequency use pattern, are in the Russian Federation (28.2%), Turkey 
(16.6%), and Poland (13.9%), whereas the lowest percentages can be found in Germany 
(3.1%) and Switzerland (3.3%).

To sum up, in all 21 education systems the highest percentages of students have an 
average frequency use pattern, even though the percentages differ between education 
systems. Furthermore, in some education systems, more students have a low frequency 
use pattern, whereas in the other countries, more students have a high frequency use 
pattern.

Research question 2. Relation between school clusters and student CIL

After the identification of different patterns of students’ computer use, the question arises 
whether there is a relation between the different patterns of computer use and the stu-
dents’ computer and information literacy. To answer this question, comparisons of stu-
dents’ average CIL per country were conducted. The results show differences between 
education systems in terms of the relations between the patterns of students’ computer use 
and their CIL. In the following, the results for countries with similar results are presented.

Table 3  Distribution of the three patterns of students’ computer use across the 21 educa-
tion systems that participated in ICILS 2013

Comment: Significances in the percentages are calculated in comparison to the average frequency of each cluster. (● No 
significant difference to overall average, ▼ significantly lower percentage than the overall average, ▲ significantly higher 
percentage than the overall average)

Cluster 1: low fre-
quency use pattern 
(percent)

Cluster 2: average 
frequency use pattern 
(percent)

Cluster 3: high fre-
quency use pattern 
(percent)

% SE Sign % SE Sign % SE Sign

Australia 6.0 0.51 ▼ 79.1 0.88 ▲ 14.9 0.77 ▲
Chile 8.4 0.67 ▼ 80.0 0.98 ▲ 11.6 0.78 ●
Croatia 16.0 0.78 ▲ 73.4 1.05 ▼ 10.6 0.63 ●
Czech Republic 9.5 0.69 ▼ 80.3 0.84 ▲ 10.2 0.70 ●
Denmark 2.2 0.34 ▼ 86.3 1.09 ▲ 11.5 1.04 ●
Germany 18.5 1.03 ▲ 78.4 1.06 ● 3.1 0.39 ▼
Hong Kong, SAR 17.3 1.41 ▲ 72.1 1.28 ▼ 10.5 0.96 ●
Korea, Republic of 31.7 1.05 ▲ 63.1 1.10 ▼ 5.2 0.44 ▼
Lithuania 10.5 0.92 ● 79.9 0.95 ▲ 9.6 0.73 ▼
Netherlands 10.1 0.87 ● 83.0 0.96 ▲ 6.9 0.79 ▼
Norway 4.6 0.48 ▼ 86.8 0.69 ▲ 8.6 0.61 ▼
Poland 7.9 0.55 ▼ 78.2 0.86 ● 13.9 0.76 ▲
Russian Federation 5.6 0.60 ▼ 66.2 1.08 ▼ 28.2 1.06 ▲
Slovak Republic 6.8 0.67 ▼ 77.1 0.96 ● 16.1 0.86 ▲
Slovenia 8.3 0.66 ▼ 81.5 0.94 ▲ 10.1 0.67 ●
Switzerland 16.5 1.16 ▲ 80.2 1.40 ▲ 3.3 0.70 ▼
Thailand 9.7 0.93 ● 80.4 0.96 ▲ 9.9 0.69 ●
Turkey 16.3 1.10 ▲ 67.1 1.24 ▼ 16.6 0.94 ▲
Canada (Ontario) 7.5 0.60 ▼ 79.6 0.85 ▲ 12.8 0.78 ▲
Canada (Newfoundl. & Labrador) 11.5 1.13 ● 77.5 1.64 ● 11.0 1.08 ●
Argentina, Buenos Aires 17.2 1.46 ▲ 71.2 1.93 ▼ 11.6 1.35 ●
Average 11.5 0.19 77.2 0.24 11.3 0.18
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Figures  2 and 3 as well as Table  4 show that in 12 of the 21 education systems, the 
comparisons reveal significant differences in the mean in students’ CIL between stu-
dents categorized in the low frequency use pattern and students categorized in both or 
one of the average frequency use pattern and the high frequency use pattern. The mean 
differences between the average and high use patterns are not significant in any of these 
countries. Hence, in these countries the students’ CIL increase when they increase their 
use of ICT to an average level (we do not know if there is a causal relation, though). After 
that, the CIL neither increases nor decreases. We call this a plateau shape.

Figure 4 and Table 5 show the results for the Czech Republic, Germany, the Nether-
lands, and Switzerland.1 In these four countries, the CIL of students categorized in the 
average use pattern achieve significantly higher CIL than students with both low and 
high frequency use patterns. Furthermore, the means in students’ CIL between the low 

1  The last two of these countries did not meet the sampling requirements, so the results from these countries should be 
considered with some caution (for further information see the chapter “Sample”).
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and the high frequency use patterns do not differ significantly. Hence, in this group of 
countries, we do see the same hill shape as has been identified in a number of earlier 
studies (OECD 2015).

Figure 5 and Table 6 show the results for the four education systems for which signifi-
cant differences in the mean CIL between all three clusters can be identified. For Turkey, 
the results show a continuously increasing slope, so students with the high frequency 
use pattern have higher CIL than the students with average frequency use, which again 
have higher CIL than the students with the lowest use pattern. In Slovenia, Denmark, 

Table 4  Group differences for the countries with “plateau shape” distribution

Education 
system

Refer-
ence 
group

Com-
parison 
group

Mean SE Mean 
com-
parison 
group

SE com-
parison 
group

Mean 
differ-
ence

SE differ-
ence

t value 
difference

Australia 1 2 482 6.02 548 2.27 65.99 6.31 10.46

1 3 482 6.02 545 4.23 63.21 7.55 8.37

2 3 548 2.27 545 4.23 − 2.78 4.38 − 0.64

Chile 1 2 443 7.49 493 2.84 49.49 7.07 7.00

1 3 443 7.49 496 5.87 52.38 9.12 5.74

2 3 493 2.84 496 5.87 2.89 5.54 0.52

Croatia 1 2 475 6.29 522 2.77 46.72 5.89 7.93

1 3 475 6.29 514 5.20 38.65 6.85 5.64

2 3 522 2.77 514 5.20 − 8.07 5.42 − 1.49

Korea, Republic 
of

1 2 507 4.11 552 2.60 44.85 4.27 10.50

1 3 507 4.11 540 7.58 32.98 8.07 4.09

2 3 552 2.60 540 7.58 − 11.87 7.68 − 1.55

Lithuania 1 2 466 8.84 501 3.53 34.99 8.44 4.15

1 3 466 8.84 495 5.64 28.15 9.82 2.87

2 3 501 3.53 495 5.64 − 6.84 5.60 − 1.22

Norway 1 2 494 8.71 541 2.33 46.85 8.57 5.47

1 3 494 8.71 531 7.04 36.76 10.16 3.62

2 3 541 2.33 531 7.04 − 10.08 6.71 − 1.50

Poland 1 2 500 7.19 543 2.44 42.98 6.89 6.24

1 3 500 7.19 536 5.12 36.32 9.01 4.03

2 3 543 2.44 536 5.12 − 6.66 5.43 − 1.23

Russian Federa-
tion

1 2 472 8.22 519 2.76 47.10 7.85 6.00

1 3 472 8.22 524 3.60 51.88 8.89 5.83

2 3 519 2.76 524 3.60 4.78 3.16 1.51

Slovak Republic 1 2 464 10.08 525 4.12 61.12 9.69 6.31

1 3 464 10.08 521 6.76 57.32 10.80 5.31

2 3 525 4.12 521 6.76 − 3.79 5.58 − 0.68

Thailand 1 2 333 8.76 379 4.77 45.81 8.48 5.40

1 3 333 8.76 392 7.09 58.43 10.91 5.36

2 3 379 4.77 392 7.09 12.62 6.44 1.96

Canada 
(Ontario)

1 2 507 7.22 553 2.63 45.71 7.02 6.51

1 3 507 7.22 552 6.14 44.29 8.25 5.37

2 3 553 2.63 552 6.14 − 1.42 6.25 − 0.23

Canada (New-
foundland and 
Labrador)

1 2 510 8.18 533 3.05 22.63 8.63 2.62

1 3 510 8.18 532 8.18 21.88 10.80 2.03

2 3 533 3.05 532 8.18 − 0.74 8.62 − 0.09
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Fig. 4  Countries with significant differences in CIL between students with significant differences between 
low frequency and average frequency use, and between average and high frequency use

Table 5  Group differences for the countries with “hill shape” distribution

Educa-
tion 
system

Reference 
group

Com-
parison 
group

Mean SE Mean 
com-
parison 
group

SE com-
parison 
group

Mean dif-
ference

SE differ-
ence

t value 
difference

Czech 
Republic

1 2 545 4.03 557 2.03 11.64 4.00 2.91

1 3 545 4.03 545 5.84 − 0.37 7.18 − 0.05

2 3 557 2.03 545 5.84 − 12.01 5.76 − 2.09

Germany 1 2 500 7.11 534 2.31 34.67 7.58 4.57

1 3 500 7.11 512 10.60 12.31 15.11 0.81

2 3 534 2.31 512 10.60 − 22.36 10.73 − 2.08

Nether-
lands

1 2 498 8.66 542 4.48 43.06 7.81 5.51

1 3 498 8.66 517 9.85 18.22 13.32 1.37

2 3 542 4.48 517 9.85 − 24.84 9.21 − 2.70

Switzer-
land

1 2 502 6.96 533 4.53 31.11 6.23 4.99

1 3 502 6.96 498 11.02 − 3.68 10.20 − 0.36

2 3 533 4.53 498 11.02 − 34.78 10.69 − 3.25
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Fig. 5  Countries with significant differences in CIL between students with significant differences between all 
clusters Source Based on information in Jung and Carstens (2015), p. 268f
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andHong Kong, students with the average frequency use pattern achieve significantly 
higher CIL than students with the low or high frequency use pattern.2 Students with a 
high frequency use pattern achieve higher CIL scores than students with a low frequency 
use pattern. We call this a hill-valley shape.

The results for Buenos Aires show that students with average use patterns score sig-
nificantly better on the CIL test than students with a low frequency use pattern. The 
other differences are not significant. Given that Buenos Aires did not meet the sampling 
requirements and is the only participant in the study with this pattern, we will not go 
further into this.

To sum up, students who use computers with low frequency, generally score lower 
than students who use them more often. However, it does not seem to help students to 
use computers at high frequencies when it comes to their computer and information lit-
eracy. In this, there are interesting differences between the three groups of countries (see 
Figs. 2, 3, 4). In the first group, the high frequency users are at the same level as the aver-
age frequency users. We call this the plateau shape. In the second group of countries, 
students with high and low frequency use patterns are at the same CIL level. We follow 
OECD (2015) in calling this the hill shape. In the third group of countries, the shape also 
looks like a hill, but it does not fall to the level of the students with low frequency use. 
We call this the hill-valley shape.

One country, Turkey, has what we will call a linear relationship between frequency of 
use and CIL scores. It looks like the same could be the case for Thailand, but the differ-
ences are not significant. These two countries are the ones with the lowest mean CIL 
scores, and this could suggest that there is a difference in how increased use of comput-
ers affect low and higher performing countries. We encourage others to look deeper into 
this.

2  The last two of these countries did not meet the sampling requirements, so the results from these countries should be 
considered with some caution (for further information see the chapter “Sample”).

Table 6  Group differences for the countries with “hill-valley shape” distribution

Educa-
tion 
system

Refer-
ence 
group

Com-
parison 
group

Mean SE Mean 
com-
parison 
group

SE com-
parison 
group

Mean 
differ-
ence

SE differ-
ence

t value 
difference

Denmark 1 2 503 12.38 547 2.98 43.99 12.77 3.44

1 3 503 12.38 535 6.26 32.11 13.96 2.30

2 3 547 2.98 535 6.26 − 11.87 5.71 − 2.08

Hong 
Kong, 
SAR

1 2 474 10.83 524 5.80 49.93 8.42 5.93

1 3 474 10.83 503 10.18 28.24 8.78 3.22

2 3 524 5.80 503 10.18 − 21.69 8.01 − 2.71

Slovenia 1 2 476 6.77 517 2.23 40.91 6.82 6.00

1 3 476 6.77 499 5.42 23.24 7.40 3.14

2 3 517 2.23 499 5.42 − 17.67 5.58 − 3.17

Turkey 1 2 324 8.06 371 4.62 47.66 8.01 5.95

1 3 324 8.06 391 5.94 66.96 9.36 7.16

2 3 371 4.62 391 5.94 19.31 5.49 3.52
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Conclusions
Summary of the results

The aim of this article was to have a closer look into students’ use of computers and the 
effect of use on their computer and information literacy (CIL). We conducted a latent 
class analyses using the student data set of the International Computer and Information 
Literacy Study (ICILS 2013) across all 21 education systems that participated in ICILS 
2013. We identified different use patterns in regard to students’ school-related and rec-
reational computer use, and related these patterns to students’ CIL.

The results for the first research question show that it is empirically possible to iden-
tify three different patterns of students’ computer use. Globally, these three patterns can 
be described as a low, average, and high frequency use patterns. The percentages of stu-
dents, which are categorized in these three patterns, differ between the 21 education 
systems. Nevertheless, the highest percentage of students has an average use pattern 
across all 21 participating countries.

The results of the analyses regarding the second research question show that students 
with an average use pattern achieve the highest CIL scores in all countries, except for 
Turkey. Therefore our analyses at first seem to support the conclusions in previous 
studies of a hill shape, where both low and high use of computers is correlated to lower 
scores on the CIL scale. But in our study we find two other shapes, a plateau and a hill-
valley shape, suggesting that in some countries students with high use patterns have 
either the same CIL as the average use pattern or a higher CIL than students with a low 
use pattern.

When interpreting the results, one has always to keep in mind that the ICILS 2013 
data is cross-sectional and relations cannot be interpreted as causalities.

Discussion of the results
The results we present in this paper are to some extent counter intuitive. Common sense 
would suggest that students, who use computers more both in and out of school, would 
be more skilled at handling computers and using them for information-related tasks. 
However, it is not that simple. One reason could be that computers are given, to a higher 
extent, to students with lower academic achievement to support their learning. The 
results in this study are difficult to explain using that argument; first, the use patterns 
we have identified show that use patterns are consistent across school and out-of-school 
contexts, as well as across school related and recreational use, which points to that stu-
dents who use computers much, do so both in and out of school. Second, computers are 
used by very high percentages of students (Fraillon et al. 2014, p. 129f.), and therefore it 
seems unlikely that students with lower abilities should use them consistently more than 
students with higher abilities. Another reason for the differences in CIL score, in line 
with the first suggestion, could be ascribed to differences in socio-economic status or 
other covariates. Our study has not looked into this.

Given that there are three distinct groups of countries where the use patterns have 
different relations to students’ CIL, we hypothesize that the reasons for the differences 
should be found at the contextual level, either in the country culture, education sys-
tem organization, methods of integrating ICT in schools, or in differences in teachers’ 
approaches to teaching. We therefore suggest further studies into the relations between 
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the results we have presented in this paper and the contexts and teaching practices in 
the participating countries, e.g. by using the data from the teacher questionnaire in the 
ICILS study.
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