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Abstract 

Background:  Large scale international assessments depend on invariance of meas-
urement across countries. An important consideration when observing cross-national 
differential item functioning (DIF) is whether the DIF actually reflects a source of bias, 
or might instead be a methodological artifact reflecting item response theory (IRT) 
model misspecification. Determining the validity of the source of DIF has implications 
for how it is handled in practice.

Method:  We demonstrate a form of sensitivity analysis that can point to model 
misspecification induced by item complexity as a possible cause of DIF, and show 
how such a cause of DIF might be accommodated through attempts to generalize 
the IRT model for the studied item(s) in psychometrically and psychologically plausible 
ways.

Results:  In both simulated illustrations and empirical data from TIMSS 2011 and TIMSS 
2019 4th and 8th Grade Math and Science, we have found that using a form of pro-
posed IRT model generalization can substantially reduce DIF when IRT model misspeci-
fication is at least a partial cause of the observed DIF.

Conclusions:  By demonstrating item complexity as a possible valid source of DIF 
and showing the effectiveness of the proposed approach, we recommend additional 
attention toward model generalizations as a means of addressing and/or understand-
ing DIF.

Keywords:  Large scale assessment, Cross-national DIF, Item complexity, ICC 
asymmetry, IRT model misspecification, TIMSS

Introduction
Large scale international assessments depend on the invariance of measurement across 
countries (Rutkowski & Svetina, 2014). Differential item functioning (DIF) analyses can 
be a significant component of such evaluations. Despite a multitude of techniques for 
the statistical detection of DIF in cross-national assessments, the ability to explain indi-
vidual occurrences of DIF often remains a challenge (El Masri & Andrich, 2020; Zumbo, 
2007). The issue is important, as it is generally appreciated that DIF can occur for valid 
or invalid reasons, and determining the validity of the source of DIF has implications for 
how it is handled in practice. Items showing substantial DIF for invalid reasons may be 
best removed from the assessment (e.g., Martin et al., 2020), while items showing DIF 
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for presumably valid reasons might instead be accommodated through models of partial 
invariance (Robitzsch & Lüdtke, 2020) for example, or possibly even ignored.

A somewhat complicating factor in DIF analyses for international assessments is that 
the groups (countries) being compared often have substantially different latent mean 
proficiency levels (Martin et al., 2020; OECD, 2017; Tijmstra et al., 2020). Under such 
conditions, it is known that even seemingly negligible amounts of model misspecifica-
tion in an item can contribute to the statistical detection of DIF when no DIF is actually 
present (Bolt, 2002). By definition, DIF implies an observed difference in the relationship 
between latent proficiency and item score, commonly represented as an item character-
istic curve (ICC), across groups. Effectively, the presence of model misfit leads to differ-
ent parameters yielding better fit to the item response data depending on the proficiency 
distributions of the respondents from the given country. Countries having students con-
centrated at different locations along the latent proficiency continuum can be expected 
to yield different item parameter estimates for the misspecified model, implying false 
observation of DIF. An important applied feature of item response theory models, 
namely the invariance of item parameters, is likely lost when the item response model no 
longer fits the data (Shepard et al., 1984).

In recent years it has become further appreciated how IRT model misspecification is 
likely present at some level even for validly functioning items. Increasingly researchers 
have questioned the appropriateness of models like the 2PL or 3PL as accurate repre-
sentations of what are often widely varying psychological response processes associated 
with different items. In this paper, we focus on studying potential misspecifications of 
the 2PL model in large scale international assessments, and investigating how one spe-
cific type of generalization of the 2PL, the logistic positive exponent (LPE; Samejima, 
2000) model can reduce DIF. While more general models are commonly used for scoring 
in TIMSS, models such as the Rasch and 2PL are frequently used as a basis for DIF stud-
ies (e.g., Foy et al., 2016; Valdivia Medinaceli et al., 2023). The LPE model is attractive 
as a generalization of the 2PL because of its close connection to aspects of psychologi-
cal response process, especially for items in subject areas like math and science. Same-
jima (2000), for example, noted how different forms of asymmetry can be expected in 
ICCs in the presence of either disjunctive or conjunctive interactions among multiple 
latent component response processes. Items that can be solved through the use of dif-
ferent strategies (e.g., a problem-solving OR a guessing strategy) often display negative 
ICC asymmetry, while items requiring multiple cognitive steps to solve (e.g., a complex 
mathematics word problem) often display positive ICC asymmetry, for example. Lee 
and Bolt (2018) observed that the magnitude of asymmetry seems also to be influenced 
by characteristics of the component processes (i.e., variability in discrimination across 
components) such that significant asymmetries in the ICCs are possible even when only 
two component processes are involved. Empirical studies that allow ICCs to possess 
asymmetry consistently show superior fit (Bazán et al., 2006; Bolfarine & Bazán, 2010; 
Lee & Bolt, 2018; Molenaar, 2015; Shim et al., 2022), with Lee & Bolt (2018) observing 
statistically detectable ICC asymmetries among TIMSS 8th grade Math items. Thus, the 
potential for model misspecification to contribute to DIF on TIMSS assessment seems 
high, and systematic attempts to study model misspecification as a possible source of 
DIF seem worthwhile.
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Bolt & Liao (2021) demonstrated how the presence of unmodeled ICC asymmetry 
can lead to artificial DIF detection when using either “nonparametric” approaches, such 
as the Mantel–Haenszel or Standardization methods, or parametric approaches (e.g., 
through use of the Rasch or 2PL models) to evaluate DIF. Their results follow from the 
theoretical observation that ICC asymmetry interacts with difficulty such that expected 
scores conditional upon test sum scores will produce systematic differences in the 
empirical ICCs across groups that differ substantially in proficiency. Thus problems in 
evaluating DIF seemingly arise across broad classes of commonly used methods of DIF 
detection if the true ICCs assume certain functional forms.

One of the appealing aspects of contemporary IRT model estimation tools is their 
increased capacity to fit more complex (and yet psychologically plausible) models to 
item response data. Although most investigators adopt a common IRT model to apply 
across all test items, there may often be reasons to allow modifications of the IRT model 
on an item-by-item basis where needed. In this paper, we show how such a strategy may 
be justified and desirable in accommodating certain DIF items when the DIF may be 
attributed to model misspecification. We focus in particular on DIF seen across groups 
(countries) of widely varying proficiency distributions, where the effects of model mis-
specification are anticipated to be most profound. Using an index for DIF based on 
Oshima et al. (2015)’s multigroup generalization of Raju et al. (1995) Noncompensatory 
Differential Item Functioning (NCDIF) approach, we can examine how DIF may in many 
instances decline substantially when the item’s functional form is allowed to change in 
valid and plausible ways. For example, it is conceivable that an item showing substantial 
DIF under the 2PL will show substantially reduced DIF when fit with a model assuming 
positive ICC asymmetry (e.g., the logistic positive exponent model (LPE) with a speci-
fied exponent parameter of 15). In such instances, we might in turn then inspect the 
item more closely to confirm whether this characterization of the item as being of high 
complexity seems appropriate.

Besides lending greater insight into the underlying causes of DIF, we argue that an 
approach of item-specific model generalization may be preferred to specifying models 
of partial invariance, a common alternative strategy, in accommodating items that ini-
tially display DIF. The reason is that the proposed model generalization approach still 
allows the affected items to contribute to cross-national comparisons of proficiency, 
while models of partial measurement invariance only allow the affected item to function 
in support of within-country comparisons of proficiency. Where item and test specifica-
tions play a large role in test development, the loss of items of a particular type or cat-
egory for purpose of country comparisons likely undermines the meaningfulness of the 
ultimate country comparisons. We comment further on this issue later in the paper.

The remainder of the paper is organized as follows. First we present the NCDIF 
approach (Oshima et  al., 2015; Raju et  al., 1995) used to quantify DIF, followed by a 
description of the models used to study DIF. Next, we provide simulation illustrations 
of the issue described above, and demonstrate how item-level model generalization of 
a form accommodating ICC asymmetry provides a mechanism for reducing DIF when 
model misspecification is at least a partial cause of observed DIF. Then, we examine 
application of the technique to real data item responses from TIMSS 2011 and TIMSS 
2019 Math and Science at both the 4th grade and 8th grade levels. For illustration 
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purposes, we only focus on the countries of highest and lowest mean proficiency levels 
in the empirical analysis. In addition to providing an overall summary of the findings, 
we highlight as illustrations several example items for which the strategy appears effec-
tive in accommodating the observation of DIF. Finally, we revisit the comment above 
concerning the use of the proposed model generalization versus one of partial measure-
ment invariance in allowing the original DIF item to reassume a role in cross-national 
comparisons.

Quantifying two‑group and multiple group DIF
As will be described shortly, our simulation analyses initially consider DIF in a multi-
group setting where each group represents a different country, and distinct item param-
eters are estimated for the studied item in each country. This reflects an ideal condition 
in which a sufficient number of respondents per country allow for estimation of IRT 
models at the country level. However, in many large-scale international assessments, 
such as TIMSS, there are often not enough respondents to estimate IRT model-based 
item parameters at the country level, necessitating a slightly different approach in which 
we collapse respondents from low mean proficiency and high mean proficiency coun-
tries into two groups. This approach still allows us to demonstrate the phenomenon of 
interest, namely the tendency to see the emergence of DIF due to model misspecification 
when the groups compared vary substantially in their proficiency distributions. Conse-
quently, our simulation considers both multigroup and two-group DIF applications.

In both applications, we adopt quantifications of DIF based on the NCDIF strategy, 
formally presented by Raju et al. (1995) in the two-group case (see also Wainer, 1993) 
and generalized by  Oshima et al. (2015) to the multi-group case.  As there is often not a 
well-defined “reference group” in many multigroup applications (such as in many inter-
national assessment applications), we slightly alter the NCDIF approach as presented in 
Oshima et al. (2015) for our multigroup application so as to characterize the variability 
seen in ICCs around the mean ICC across all countries.  Note that since this mean ICC 
is defined from the model-based probabilities of multiple countries, in the current appli-
cation it likely does not conform to any particular IRT model. We can however use a 
discrete approximation approach to quantify such an index. Let Pig (θ)  denote the ICC 
for item i in country g.  In the current analyses, we define Pi∗(θ) to be the average of the 
ICCs across countries:

although in theory  Pi∗(θ) could alternatively be defined from an IRT model with equal 
item parameters across countries. Our resulting NCDIF* index is then defined as

where fg (θ) represents the density of proficiency for country g , and Pig (θ) denotes 
the model-based item response function for country g once all countries are placed 
on the same latent metric. Consistent with Raju et al. (1995) and Oshima et al. (2015), 

Pi∗(θ) =

∑G
g=1 Pig (θ)

G
,

NCDIF∗
i =

∑G
g=1 ∫

(

Pig (θ)− Pi∗(θ)
)2
fg (θ)dθ

G
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in calculating NCDIF∗
i  we assume all items with the exception of item i have the same 

parameters (no DIF) across groups so that the parameters of item i can be viewed against 
a common metric.

To connect to the real data analyses, we also consider a two-group application by col-
lapsing students from high mean proficiency countries into one group (here denoted as a 
reference group) and those from all low proficiency countries into a second group (here 
denoted as a focal group), as the full multi-country IRT analysis applied in the simula-
tion does not support model fitting at the individual country level due to the small sam-
ple sizes of some countries. This approach still preserves our intent of demonstrating 
how the added flexibility afforded by allowing the ICCs to be asymmetric can relieve 
much of the DIF otherwise seen in the data, and also allows us to connect simulation 
results to the empirical analysis described in the next section. In the two-group condi-
tion the NCDIF statistic in which both ICCs above are defined using an IRT model can 
then be calculated in its more traditional way as

where f (θ) is the proficiency density of the focal group.
To evaluate the meaningfulness of NCDIF, we adopt the guideline provided by Oshima 

et al. (2015) and Wright & Oshima (2015), where 0.003 and 0.008 are the thresholds for 
“moderate” and “large” amounts of DIF, respectively. (Note that for ease of presentation, 
in the ensuing quantification of NCDIF we multiply these values by 100, making 0.3 and 
0.8 the corresponding cutoffs.) While an item parameter replication (IPR) method was 
also applied in Oshima et al. (2015) to evaluate the statistical significance of NCDIF, it 
is not considered in this paper, as the statistical significance of DIF is less central to our 
illustrations than its quantification.

It is important to comment on other approaches to quantifying DIF and explain our 
reasoning for our use of NCDIF* in this context. Seemingly the most popular recent 
approach applied in large scale international assessment for evaluating DIF at the coun-
try-level is the root-mean squared deviation (RSMD; von Davier, 2017) index, which for 
a given country g, evaluates the empirical conditional probabilities observed for students 
in the country g about the expected (model-based) conditional probability, typically 
defined from all countries. The RMSD index for a given item i in country g can be writ-
ten as

but where discrete approximation of Pig ,o(θ) is based on empirically observed (rather 
than model-based) conditional probabilities for item i in group g. Pi,e(θ) is obtained by 
using the model-based estimated item parameters. As has been noted elsewhere, this 
approximation adds to the NCDIF index elements of model misfit in group g (which 
may or may not also be present in the estimated ICC for other countries) as well as 
error related to sampling variability.  The separation of these elements may not always 
be important in evaluating DIF; however, as our goal was one of demonstrating the 
degree (proportional reduction) in model-based DIF that can be observed when gener-
alizing the model (i.e., the ability to observe a 0 on the index when model-based DIF is 

NCDIFi = ∫(PiR(θ)− PiF (θ))
2f (θ)dθ

RMSDig =

√

∫
(

Pig ,o(θ)− Pi,e(θ)
)2
fg (θ)dθ
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successfully removed), we used NCDIF as basis for our quantifications, but do provide 
some example illustrations of the corresponding RMSD values in example items.

IRT models: the 2PL and LPE generalizations
There are now various psychometric models that have been introduced that can flex-
ibly accommodate the presence of asymmetry (Falk & Cai, 2016; Molenaar, 2015; Rob-
itzsch, 2022; Samejima, 2000). As indicated above, different forms of asymmetry can 
be anticipated in ICCs due to the presence of either disjunctive or conjunctive interac-
tions among multiple latent component response processes. Among the various models 
accommodating asymmetric ICCs, the LPE has been most closely discussed in relation 
to psychological response processes of these kinds. These features are also embodied 
in the concept of item complexity (Samejima, 2000), a concept often considered when 
developing items in content areas like math and science. For many math and science 
items, problem solving strategies can be understood in relation to multiple cognitive 
steps to solutions (high complexity); other items can be solved using multiple strategies 
and/or provide opportunity for proficiency-based guessing to play a role (low complex-
ity). Under such conditions, it is anticipated that the 2PL, assuming a common form of 
symmetry for all items, has a high potential to produce misspecification for at least some 
of the items. However, the LPE model, due to its discussion in relation to such aspects of 
response process as well as its ease of implementation using the mirt (Chalmers, 2012) 
package, is considered as a promising alternative and is used in the current study.

The LPE model accommodates different levels of item complexity by generalizing 
ordinary IRT models (Rasch, 2PL, 3PL) with an extra exponent parameter,  ξ(ξ > 0).  
Following Samejima (2000), the larger the exponent parameter ξ , the more complex the 
item. Note that ξ = 1 implies symmetry; ICCs display positive asymmetry when ξ > 1, 
and negative asymmetry when 0 < ξ < 1. The LPE is equivalent to the 2PL when ξ = 1.

Statistically, the item response function of 2PL can be statistically written as: 

while for the LPE model it is:

Despite the anticipated plausibility of the LPE, it has become increasingly appreciated 
that difficulties in estimating its parameters will often make it an empirically intracta-
ble model to freely estimate across all items. When estimation is attempted, the item 
parameter ξ is frequently found to be confounded with the item b parameter; in addi-
tion, the desirable invariance properties of the item parameters under the 2PL model 
are likely no longer present when the underlying model is LPE. However, as we seek to 
illustrate in this paper, such limitations do not preclude meaningful use of the model in 
the context of multigroup analyses where some subset of the items might be constrained 
as ξ = 1 , (i.e., treated as 2PL) while other items are constrained at different levels of ξ so 
as to minimize DIF, especially where such alternative levels of ξ may be psychologically 

P
(

Yij = 1|θi
)

=
eaj(θi−bj)

1+ eaj(θi−bj)

P
(

Yij = 1|θi
)

=

[

eaj(θi−bj)

1+ eaj(θi−bj)

]ξj
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defensible. This makes use of the model plausible in the context of multiple-group analy-
sis. As person and country-level scoring can readily accommodate the presence of alter-
native values of ξ for individual items, it may well be of value to specify models that allow 
for different ξ values, even if found in an exploratory way, rather than either omitting the 
item from overall scoring (e.g., by dropping the item from analysis) or omitting the item 
from between-country comparisons (e.g., by fitting a model of partial invariance).

Appendix 3 provides an illustration of R code used to specify analyses in which all 
items but the studied item are fitted as 2PL items and constrained to have equal parame-
ters across groups, while for the studied item both the a and b are allowed to vary across 
groups. For the current analyses, the ξ parameter of the studied item is considered at 
various levels, and the resulting NCDIF is quantified. Of particular interest is the degree 
to which NCDIF declines when the ξ parameter is set at values other than 1, reflecting 
the 2PL.

Simulation illustrations of model misspecification‑induced DIF and DIF 
resolution though item specific model generalization
In this section we illustrate via simulation how asymmetry-related model misspecifica-
tion yields DIF for groups that vary substantially in mean proficiency level. We in turn 
show how generalizing the IRT model for the suspect item has the potential to minimize 
the quantified DIF. Respondents from twenty groups (e.g., countries, k = 1, . . . , 20 ) are 
simulated having mean proficiency levels uniformly distributed from µk = − 1.8 to 1.8. 
As these analyses are designed to be illustrative, we minimize effects of estimation error 
by simulating a sample size of 10,000 respondents for each group having latent proficien-
cies θik ∼ Normal(µk , 1) . For each respondent we generate responses for j = 1, . . . , 20 
items, assuming 19 2PL items and 1 LPE item. For the 2PL items, bj ∼ Uniform(−2, 2), 
and aj ∼ Lognormal(0, 0.25) . For the LPE items, we consider two generating con-
ditions: in one, the studied item has positive ICC asymmetry and the other the stud-
ied item has negative ICC asymmetry. For the positive asymmetric item, we let 
b = −3, a = 0.9, ξ = 15 , while the negative asymmetric item has b = 2, a = 1.5, ξ = 0.4 . 
Both sets of item parameters construct plausible ICCs (see the red curves labeled as 
“true ICC” in Fig.  1). Importantly, in all cases we generate the same item parameters 
across countries, meaning that no actual DIF is present. Thus, any DIF observed would 
be an artifact of using the “wrong model” (combined with should be minimal amounts of 
model estimation error to our use of large respondent samples).

While various estimation algorithms for multigroup IRT analyses exist, in the current 
paper we use the mirt (Chalmers, 2012) routine in R. An appealing feature of mirt in the 
current setting is its capacity to specify alternative functional forms for the ICC, one of 
which can be an LPE model with a specified asymmetry parameter ξ . Using multigroup 
data, this feature provides the opportunity to initially (1) quantify cross-national DIF for 
the studied item using NCDIF* under the baseline model (e.g., 2PL) and then (2) quan-
tify the reduction in NCDIF* when the studied item is fit as an LPE with a specified 
asymmetry parameter ξ . We approach (1) using a measure of DIF variability quantified 
from the estimated ICCs for each group. To estimate NCDIF* for the studied item, we 
specify a multigroup IRT model in which all item parameters except for the studied item 
are assumed equal across countries, and the proficiency distribution for each country 
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is assumed normal but with estimated mean. NCDIF* is then quantified using a dis-
crete approximation technique that quantifies the variance in the estimated ICCs across 
countries using a sequence of proficiency values (from − 6 to 6 in increments of 0.01) 
weighted by the pooled proficiency distribution across countries. In addition, as the 
most substantial DIF usually occurs when the mean proficiencies of the two countries 
differ substantially, we also calculate the NCDIF index for only the highest mean profi-
ciency country and the lowest mean proficiency country. We approach (2) in the form of 
a sensitivity analysis, by considering different potential values for the asymmetry param-
eter and then observing how NCDIF* (and the two-country NCDIF) changes. For the 
two-group analysis, we again specify a multigroup model as before constraining all items 
but the studied item to have equal 2PL parameters across groups, while the studied item 
is now fit as an LPE with one of six levels specified for the asymmetry parameter ( ξ =0.2, 
0.4, 0.7, 8, 15 and 20) while estimating the corresponding a and b parameters. Although 
attending to multiple levels of asymmetry in the LPE seems unnecessary in the simula-
tion, it naturally proves necessary in real data analysis where the true ξ is unknown. This 
sensitivity analysis approach is similar to that reported by Bolt & Liao (2021) in exam-
ining how the correlation between DIF and difficulty changes when allowing items to 
assume varying asymmetry parameters.

Fig. 1  Studied Item ICCs Across Groups When Fitting Studied Item as 2PL and LPE, Simulation Illustration
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Figure 1(a) and (b) illustrate the results seen for the simulated LPE items under the 
multigroup analysis. Each curve reflects the ICC for the studied item within a particular 
country when fitting the misspecified 2PL (left figure) and the correctly specified LPE 
(right figure). Clearly the variability of the group ICCs substantially decreases when the 
correctly specified LPE is fitted. Corresponding results are seen in the NCDIF* indices of 
Table 1, which also shows the NCDIF index when comparing only the groups of highest 
and lowest mean proficiency levels. In particular, for the positive asymmetry condition, 
large DIF (> 0.8) is observed when fitting the 2PL, but it is greatly reduced to a negligible 
level (0.007) when the LPE with the correct ξ is fitted. Regarding the negatively asym-
metric item, the moderate level of NCDIF (0.519) seen under the 2PL shrinks to 0.014 
when fitting the LPE with the correctly specified ξ . Although the presence of estimation 
error still keeps the variability of ICCs slightly above 0 even when the model is correctly 
specified, the variability is significantly reduced when the correct level of asymmetry is 
applied, and is reduced even for conditions in which at least the direction (if not precise 
level) of asymmetry is correct.

Real data analyses: TIMSS 2011 and TIMSS 2019 Math and Science at grades 4 
and 8
To examine whether the strategy above demonstrates any meaningful reduction in DIF 
for actual items on TIMSS, we conducted separate analyses for TIMSS 2011 and TIMSS 
2019, Math and Science 4th and 8th Grade Assessments by booklet. It was not our belief 
that all, or even a majority of items would necessarily show diminished DIF under this 
approach, but rather that some would, and that we might further justify the LPE speci-
fication that minimizes DIF if the associated asymmetry level could be justified from 
inspection of the item. To the extent that this general approach can be applied to also 
consider other plausible forms of model misspecification, our primary goal is simply to 
see whether the model generalization approach has the potential to meaningfully reduce 
the observation of DIF.

As mentioned earlier, the real data structure differs from the simulation in that there 
are often too few respondents to an item from any one country to fit the IRT model at 
the country level and obtain item parameter estimates with sufficient precision. Thus, in 
the current analysis we collapse countries with the lowest and highest mean proficien-
cies into two groups—a low proficiency group and a high proficiency group—making the 
analysis a two-group analysis. The sample size for each of the 6 assessments (i.e., TIMSS 

Table 1  DIF quantifications of studied item when fitting the 2PL and LPE with different specified ξ 
levels, simulation illustration

NCDIF* denotes a multiple-group generalization of the NCDIF index (Oshima et al., 2015)

Positive asymmetry generating condition Negative asymmetry generating condition

True ξ Specified ξ NCDIF NCDIF* True ξ Specified ξ NCDIF NCDIF*

15 1 (2PL) 0.817 0.076 0.4 1 (2PL) 0.519 0.052

15 8 0.017 0.004 0.4 0.2 0.1551 0.029

15 15 0.007 0.0043 0.4 0.4 0.0142 0.004

15 20 0.005 0.0043 0.4 0.7 0.0261 0.023
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2019 4th grade paper-based and electronic, 8th grade paper-based and electronic, and 
TIMSS 2011 paper-based forms for both 4th and 8th grades) is approximately equal to 
50% of all examinees who took this assessment, which varies between 1500 to 7000 as 
the number of total examinees taking each assessment is different. To satisfy the inten-
tion of including approximately 50% of all examinees, we choose the number of coun-
tries being collapsed in each assessment accordingly. For instance, in TIMSS 2011 4th 
grade Math, 15 countries with highest mean proficiencies and 15 countries with lowest 
mean proficiencies were collapsed into the two groups respectively. This also allows us 
to calculate NCDIF index as in the simulation.

We conducted analyses across both paper-based and electronic forms of the TIMSS 
2019 assessments. Similar to what has been done in the simulation study, for each book-
let, we fit both an ordinary multigroup 2PL model and the multigroup LPE with sev-
eral fixed asymmetry parameter levels, with each item taking a turn as the studied item. 
Studied items were evaluated for DIF using asymmetry parameters of 0.2, 0.4, 0.7, 3, 8, 
and 15 (an exponent value of 1 corresponds to the 2PL). As the asymmetry parameter for 
the studied item is consistently fixed (as opposed to estimated), we view our approach as 
a form of sensitivity analysis in which we can observe how quantifications of DIF change 
at different levels of assumed asymmetry. Based on the item parameters obtained for the 
studied item in each group, we calculate the corresponding NCDIF value to see if re-
specifying the 2PL by adding an exponent parameter would help reduce DIF. For items 
scored using partial credit (initially scored 0, 1, 2), we transform the score as binary, such 
that original scores of 0, 1 were coded incorrect and 2 correct.

While the likelihoods are essentially indistinguishable when fitting the 2PL and LPE, 
the quantification of DIF can be substantially different. Table 2 reports the proportion 
of items on each assessment type for which NCDIF was found to reduce 50% or more 
through use of the LPE with a specified ξ parameter as opposed to when fitting the 
2PL. As seen in Table 2, up to half of the Math items have more than a 50% reduction 
in NCDIF (depending on the form) when fitting LPE with an asymmetry parameter 
other than 1. Around half of these improvements occur when specifying positive ICC 
asymmetry, while the other half when specifying negative ICC asymmetry. For Sci-
ence, the numbers are slightly more modest, with between 16 and 35% showing DIF 

Table 2  Proportions of total items showing more than a 50% reduction in NCDIF Index, empirical 
TIMSS analyses

Total # of items Math Science

Positive 
asymmetry

Negative 
asymmetry

Positive 
asymmetry

Negative 
asymmetry

2019

 Grade 4 paper 261 0.129 0.154 0.053 0.124

 Grade 4 electronic 261 0.117 0.147 0.074 0.088

 Grade 8 paper 325 0.201 0.201 0.106 0.093

 Grade 8 electronic 325 0.198 0.169 090 0.123

2011

 Grade 4 347 0.233 0.264 0.143 0.170

 Grade 8 434 0.249 0.214 0.186 0.172
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reduction of at least 50% through asymmetry, with again nearly half of the improve-
ments occurring through positive asymmetry, half through negative asymmetry. A 
more detailed breakdown of the DIF reductions can be found in Appendix 1, where 
the items are classified into three categories based on the level of DIF—large, moder-
ate, and small—they initially show when the 2PL is applied. Compared to the large 
DIF category, it seems clear that a greater proportion of moderate and small DIF 
items show a larger-than-50% reduction when fitting LPE with asymmetry parameter 
other than 1. Nevertheless, there are improvements seen in all three categories.

We consider some examples of TIMSS 2011 items for which allowing asymmetry 
seems particularly useful in terms of DIF reduction. Appendix 2 displays the actual 
items used for these examples (all of which have been released). As seen from these 
example items, the DIF observed under the 2PL appears related as much (if not more) 
to variability in discrimination as difficulty. This is as expected. ICCs that are posi-
tively asymmetric produce reduced discrimination in the ICCs of the higher profi-
ciency countries; negatively asymmetric items just the reverse.

For 4th grade Math, items M031016 and M031218 provide examples where allowing 
positive ICC asymmetry and negative ICC asymmetry, respectively, reduced NCDIF 
by more than 50% (note that RMSD also reduces by approximately 40%, at least for 
one group, although as noted earlier, RMSD is sensitive to more than just DIF). Fig-
ure  2 displays the ICCs for these items (in each case allowing for distinct a and b 
parameters across groups) when the 2PL (i.e., ξ = 1) is specified versus when  ξ = 15 
(for M031016) and  ξ = 0.2 (for M031218). By comparing Fig. 2(a) and (c), as well as 
Fig. 2(b) and (d), it is clear that fitting a multi-group LPE with a specified  ξ  to the 
studied items can substantially reduce variability in ICCs, further suggesting that use 
of the LPE can be an effective alternative to 2PL in reducing cross-national DIF. Fur-
thermore, inspection of the content of the items in Appendix 2 suggests each of these 
items displays the hallmark features of items suspected to show these corresponding 
patterns of asymmetry, providing a psychological justification of the application of 
LPE model. For item M031016, a correct answer consists of correctly specifying the 
complete list of numbers satisfying the condition; any one miss implies an incorrect 
answer. Such multicomponential items are anticipated to show positive asymmetry. 
As a multiple-choice item, M031218 is suspected to possess negative ICC asymmetry 
due to the presence of multiple solution strategies. As shown in Lee & Bolt (2018) and 
Bolt & Liao (2022), the negative asymmetry becomes particularly pronounced when 
the guessing process has a weak positive relationship to the proficiency.

We find similar types of examples in 8th grade Math. Figure 3 shows corresponding 
pairs of ICCs for items M052206 and M032419 (item content shown in Appendix 2), 
which similarly show conditions where allowing positive ICC asymmetry and nega-
tive ICC asymmetry, respectively, substantially reduce the observed DIF, and for simi-
lar plausible reasons to those observed for the Grade 4 Math items.

As seen in the table above, the reductions of DIF appear to occur for larger numbers 
of Math items than Science items. This may be a reflection of a tendency for Math 
items to show greater psychological response process variability, at least of a kind that 
manifests as ICC asymmetry. Examples of Science items that displayed similar reduc-
tions in DIF can nevertheless be found in Appendix 2.
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Model re‑specification versus models of partial measurement invariance 
in accommodating DIF
As noted earlier, a common approach to accommodating DIF involves fitting models 
of partial invariance, whereby the parameters for the DIF item are allowed to vary for 
the affected countries, as opposed to maintaining the same parameters across coun-
tries. It might be questioned what the advantage is of a strategy that seeks to accom-
modate DIF items by generalizing the psychometric model (as illustrated in this 
paper) as opposed to one that proceeds with a model of partial measurement invari-
ance to accommodate the DIF. With partial measurement invariance, particularly 
when 2PL item parameters are freed for the affected items across countries, these 
freed items no longer contribute to between-country comparisons of proficiency. 
Specifically, if we assume that all items that maintain the same parameters in the 
partial measurement invariance model yield an ordering of proficiency means across 
countries of µ1,µ2,µ3, . . . µG , it should be appreciated that the performances on DIF 

Fig. 2  ICCs When Fitting 2PL and LPE to the Studied Item, 4th Grade Math, TIMSS 2011. For Item M031016, 
the NCDIF index decreases from 0.964 to 0.094 when fitting with 2PL versus LPE having ξ = 15 , while the 
changes in RMSD are from 0.023 to 0.018 for the low proficiency country group, and from 0.036 to 0.017 
for the high proficiency country group. For Item M031218, the NCDIF index reduces from 0.464 to 0.056 
when fitting 2PL versus LPE having ξ = 0.2 , while the changes in RMSD, are from 0.041 to 0.025 for the low 
proficiency country group, and from 0.019 to 0.018 for the high proficiency country group
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items no longer contribute to the variability seen in the country means. Thus while 
the DIF item may still contribute to how the proficiency distinguishes respondents 
within the country, it will not contribute any additional information to the estimates 
of mean country proficiencies. To the extent that country level proficiency compari-
sons are often a primary interest in international large scale assessments, this might 
be viewed as a significant loss. However, identifying an alternative model for the item, 
such as an LPE with appropriately chosen ξ parameter that successfully resolves or 
minimizes DIF, would allow the item to contribute to estimates of country level profi-
ciencies, while still distinguishing respondent proficiencies within country. We would 
suggest that even where this is not statistically consequential, it may still be perceived 
as beneficial from a measurement perspective, as the between-country comparisons 
can be more confidently understood in relation to a more consistent representation of 
the content areas represented on the assessment. A more formal exploration of such 
consequences is left to future research.

Fig. 3  ICCs When Fitting 2PL and LPE to the Studied Item, 8th Grade Math, TIMSS 2011. For Item M052206, 
the NCDIF index decreases from 1.447 to 0.110 when fitting 2PL versus LPE having ξ = 15 , while the changes 
in RMSD are from 0.046 to 0.034 for the low proficiency country group, and from 0.041 to .021 for the high 
proficiency country group. For Item M032419, the NCDIF index reduces from 1.075 to 0.421 when fitting 2PL 
versus LPE having ξ = 0.2 , while the changes in RMSD, are from 0.038 to 0.015 for the low proficiency country 
group, and from 0.048 to 0.021 for the high proficiency country group
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Discussion and conclusion
Our results suggest a strong likelihood that model misspecification contributes to the 
statistical emergence of cross-national DIF among at least some of TIMSS Math and Sci-
ence items. The result occurs primarily for groups (countries) that are separated sub-
stantially in terms of mean proficiency level. Items that display sizeable NCDIF under 
the 2PL frequently show substantial declines in NCDIF when the fitted model permits 
asymmetry in the ICC. When this is the case, the pattern of DIF under the 2PL generally 
conforms to what is expected in the presence of positive or negative asymmetry in the 
ICC for the item. High complexity (positive ICC items) tends to be less discriminating 
for high proficiency (relative to low proficiency) groups, while just the reverse occurs 
for low complexity items. We are also able to successfully connect these psychomet-
ric properties to the items themselves. Specifically, the positive asymmetry items were 
commonly ones that were open-ended (as opposed to multiple-choice) and demanded 
multiple cognitive steps to reach a correct answer; in some cases, the correct answer 
itself had multiple components. In addition, those items scored as partial credit, which 
generally entail multiple steps and were in the present analysis scored as correct only 
when achieving full credit, also frequently had DIF under the 2PL that was substantially 
reduced when a positive exponent parameter was specified.

One advantage to trying to address the emergence of country level DIF under this 
approach is that it allows the originally DIF items to still contribute to cross-country 
comparisons in the measured proficiency. A partial measurement invariance approach 
similarly accommodates DIF items, but by allowing the item parameters to assume dif-
ferent values for different countries, the item no longer contributes to comparisons of 
proficiency levels across countries, only the estimation of the proficiency within country. 
In this respect, the proposed approach may be superior. We acknowledge this advan-
tage may well only be of intrinsic value; it may not yield any demonstrable effect when 
applied in contexts where most items lack DIF. However, whenever a significant DIF is 
present under traditional IRT models (i.e., the discarded items in TIMSS), we suggest 
the researchers closely inspect the item to see if such DIF can be reduced by applying the 
approach shown in this paper.

To the extent that our sensitivity analysis approach encourages investigators to reflect 
on psychological response process in relation to model generalization, we believe our 
approach also has value in understanding sources of DIF, increasingly becoming a goal 
of DIF investigations (Zumbo, 2007). While it has been noted that model generalization 
by itself is unlikely to make DIF completely disappear (von Davier & Bezirhan, 2023), 
observing substantial reductions in DIF under model generalization, even with some 
misfit remaining, seemingly has the potential to help understand why items show DIF—a 
frequent challenge in DIF studies (e.g., El Masri & Andrich, 2020). Given that under-
standing sources of DIF can inform subsequent item and test development practices, we 
think the value of such practice should not be overlooked.

There are many additional directions that could be pursued in this work. Of course 
our use of the LPE represents only one form of alternative model that could be con-
sidered. A similar approach could be attempted with other more general IRT models. 
There may also be more effective ways of automating the process of identifying the 
exponent parameter of the LPE that potentially minimizes DIF. The current approach 
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was designed only to demonstrate the effect; practical use of the methodology would 
naturally benefit from automated procedures with greater efficiency. In this respect it is 
important to also appreciate that our illustrations only considered a small range of dis-
crete ξ values. Values larger than 15 on the positive end or lower than 0.2 on the negative 
end are entirely plausible when considering that the interacting psychological response 
processes may vary substantially in discrimination (Bolt & Liao, 2022; Lee & Bolt, 2018). 
Appendix 4 shows for one example item how an even greater reduction of DIF may be 
achieved by even more extreme values of ξ than were considered in this study.

We should also acknowledge that the NCDIF index used in this paper is just one way 
of quantifying DIF. Other indices, such as the root means square deviation (RMSD; 
Tijmstra et  al., 2020) statistic or the differential response functioning (DRF; Chalm-
ers, 2018) statistic, can also be taken into consideration in the future. In addition, our 
analyses are also made inefficient by the general inability to estimate all parameters of 
the LPE simultaneously. The limitation is mitigated to some extent because the LPE is 
only applied to one item in the current application, with all other items being specified 
as 2PL. Nevertheless, estimation problems with the LPE have been documented (Lee, 
2015). While our analyses were restricted to sensitivity analyses in which the asymmetry 
parameter was consistently specified at chosen values, alternative models for asymmetry 
might facilitate easier estimation of the asymmetry parameter for a single item (with all 
other item constrained). Finally, alternatives to use of the 2PL as the base model could 
also be considered, including the 3PL, for example.

We hope that our simple proof of concept might stimulate more attention toward 
model misspecification as a possible source of DIF that is observed in practice. We are of 
course not claiming that all DIF has this as its source; however, attention to this as a pos-
sibility might minimize some of the costs associated with removing items from group 
comparisons when such items ultimately do not need removal.

Appendices
Appendix 1

Table 3 is a breakdown of Table 2 in the paper according to the amount of DIF observed 
under the 2PL.



Page 16 of 24Huang et al. Large-scale Assessments in Education           (2024) 12:12 

Ta
bl

e 
3 

N
um

be
r 

(p
ro

po
rt

io
n)

 o
f 

ite
m

s 
sh

ow
in

g 
m

or
e 

th
an

 a
 5

0%
 r

ed
uc

tio
n 

in
 N

C
D

IF
 I

nd
ex

 f
or

 e
ac

h 
ca

te
go

ry
 o

f 
D

IF
 (

i.e
., 

la
rg

e,
 m

od
er

at
e,

 s
m

al
l),

 a
ve

ra
ge

d 
ac

ro
ss

 b
oo

kl
et

s, 
em

pi
ric

al
 T

IM
SS

 a
na

ly
se

s

M
od

. s
ta

nd
s 

fo
r m

od
er

at
e 

le
ve

l o
f D

IF
 (0

.3
 ≤

 N
CD

IF
 <

0
.8

 ). 
G

4 
an

d 
G

8 
re

pr
es

en
t G

ra
de

 4
 a

nd
 G

ra
de

 8
 re

sp
ec

tiv
el

y;
 th

e 
P 

an
d 

E 
fo

llo
w

in
g 

G
4 

an
d 

G
8 

re
fe

r t
o 

th
e 

pa
pe

r-
te

st
 a

nd
 e

le
ct

ro
ni

c-
te

st
 fo

rm
at

s. 
N

ot
e 

th
at

 in
 T

IM
SS

 
20

11
, t

he
 p

ap
er

-t
es

t w
as

 th
e 

on
ly

 a
va

ila
bl

e 
fo

rm
at

M
at

h
Sc

ie
nc

e

Po
si

tiv
e 

as
ym

m
et

ry
N

eg
at

iv
e 

as
ym

m
et

ry
Po

si
tiv

e 
as

ym
m

et
ry

N
eg

at
iv

e 
as

ym
m

et
ry

La
rg

e
M

od
.

Sm
al

l
La

rg
e

M
od

.
Sm

al
l

La
rg

e
M

od
.

Sm
al

l
La

rg
e

M
od

.
Sm

al
l

20
19  G

4P
0.

3 
(0

.0
3)

1.
0 

(0
.1

2)
2.

5 
(0

.1
9)

0.
5 

(0
.0

6)
0.

9 
(0

.1
1)

3.
0 

(0
.2

2)
0.

1 
(0

.0
2)

0.
5 

(0
.0

6)
0.

9 
(0

.0
7)

0.
1 

(0
.0

1)
1 

(0
.1

2)
2.

6 
(0

.2
1)

 G
4E

0.
3 

(0
.0

4)
1.

6 
(0

.1
6)

2.
2 

(0
.1

2)
0 

(0
.0

0)
1.

2 
(0

.1
2)

3.
8 

(0
.2

1)
0.

2 
(0

.0
4)

0.
6 

(0
.0

6)
1.

6 
(0

.1
3)

0.
4 

(0
.0

4)
0.

9 
(0

.0
8)

1.
8 

(0
.1

2)

 G
8P

2.
8 

(0
.1

7)
2.

4 
(0

.2
7)

1.
5 

(0
.1

4)
2.

6 
(0

.1
5)

2.
2 

(0
.2

4)
1.

8 
(0

.1
7)

1.
2 

(0
.0

6)
1.

4 
(0

.1
3)

1.
5 

(0
.1

3)
0.

6 
(0

.0
3)

0.
8 

(0
.1

2)
2.

1 
(0

.2
3)

 G
8E

2.
0 

(0
.1

7)
2.

5 
(0

.2
8)

3.
7 

(0
.1

4)
1.

2 
(0

.1
0)

1.
9 

(0
.2

0)
4.

1 
(0

.1
6)

0.
4 

(0
.0

2)
0.

9 
(0

.1
2)

2.
9 

(0
.1

2)
0.

4 
(0

.0
2)

0.
9 

(0
.1

0)
4.

4 
(0

.2
0)

20
11  G

4
1.

6 
(0

.1
8)

2.
1 

(0
.3

2)
2.

3 
(0

.2
2)

2.
4 

(0
.2

8)
1.

2 
(0

.1
9)

3.
1 

(0
.2

8)
2.

4 
(0

.1
3)

0.
7 

(0
.1

5)
0.

9 
(0

.1
8)

2.
7 

(0
.1

4)
1.

2 
(0

.3
1)

0.
9 

(0
.1

6)

 G
8

3.
1 

(0
.2

1)
2.

6 
(0

.3
3)

1.
9 

(0
.2

1)
3.

7 
(0

.2
5)

1.
4 

(0
.1

8)
1.

5 
(0

.1
7)

3.
9 

(0
.2

0)
1.

4 
(0

.2
0)

1.
1 

(0
.1

6)
2.

4 
(0

.1
2)

1.
9 

(0
.2

3)
1.

6 
(0

.2
2)



Page 17 of 24Huang et al. Large-scale Assessments in Education           (2024) 12:12 	

Appendix 2

This includes the content of TIMSS 2011 Math example and Science example items in 
which similar sources of asymmetry appear plausible and are seen to reduce NCDIF.

Example Items:
1. Item M031016 (4th grade Math), displaying positive ICC asymmetry.

2. Item M031218 (4th grade Math), displaying negative ICC asymmetry.
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3. Item M052206 (8th grade Math), displaying positive ICC asymmetry.

4. Item M032419 (8th grade Math), displaying negative ICC asymmetry.



Page 19 of 24Huang et al. Large-scale Assessments in Education           (2024) 12:12 	

5. Item S032650Z (8th grade Science), displaying positive ICC asymmetry.

6. Item S041180 (4th grade Science), displaying negative ICC asymmetry.

In addition to the content of the Science example items, we also provide their ICC 
plots when fitting 2PL versus LPE (Fig. 4). Similar to Figs. 2 and 3, it is clear in Fig. 4 that 
fitting a multi-group LPE with a specified  ξ to the studied items can substantially reduce 
variability in ICCs, further suggesting that use of the LPE can be an effective alternative 
to 2PL in reducing cross-national DIF.
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Appendix 3

We provide examples of R code used to specify analyses where the studied item is fit-
ted as LPE using a fixed value of ξ but estimated discrimination (a) and difficulty (b) 
parameters for each group, while all other items are fitted as 2PL items and constrained 
to have equal parameters across groups. This modeling can be achieved through the mirt 
R package (Chalmers, 2012). The analysis consists of three steps: (1) specify the LPE ξ 
parameter for the studied item, (2) specify priors for a and b parameters, (3) fit the mul-
tigroup IRT model and estimate item parameters. In the first step, we define the LPE 
model by specifying the level of exponent parameter (i.e., ξ = 3 ), while allowing a and b 
to be freely estimated. Note that a = 1 and b = 0 are just used as starting values, instead 
of fixed values. Next, we specify priors for a and b on the studied item so that the item 
parameter estimates are sensitive to the choice of ξ but largely noninformative. In the 
third step, we use “multipleGroup()”, a built-in function in mirt, to fit the multi-
group model to the dataset. To simulate a condition in which only the studied item is 
fitted as LPE while all the other items are fitted as 2PL, we use the “itemtype=” argu-
ment. Only the studied item (which is item 14 in this case) is fit as LPE; all other items 

Fig. 4  ICCs when fitting 2PL and LPE to the studied item, TIMSS 2011 Science
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are 2PL. To impose equality constraints on the discrimination and difficulty parameters 
across groups for the 2PL items, we specify the item names using the “invariance=” 
argument. Note that the studied item is excluded from the “invariance=” argument, 
as it is the only item allowed to have varying a and b across groups, reflecting its status 
as the item potentially displaying DIF.

1. First Step: define LPE function.

2. Second Step: specify priors.

3. Third Step: fit model and estimate item parameters.
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Appendix 4

Our paper only considers values of ξ less than or equal to 15 on the positive asym-
metry end, and greater than or equal to 0.2 on the negative asymmetry end. More 
extreme ξ values are entirely possible, as may occur when the interacting response 
component processes vary substantially in discrimination (Bolt & Liao, 2021; Lee & 
Bolt, 2018). Here we show for one of the 8th grade Math items (M032419), which in 
the paper showed minimal DIF when ξ = 0.2 can be even further reduced by choosing 
an even lower ξ . Specifically, by fitting the LPE with ξ = 0.1 to this item, we observe 
an even lower NCDIF quantification of 0.026, a 73% reduction of the original NCDIF 
obtained in the paper when the LPE with ξ = 0.2 is fitted. The corresponding result in 
terms of the ICCs can be seen in Fig. 5. Although the difference between the two ICCs 
in Fig.  5(a) is already much smaller than when fitting 2PL (see Fig.  3 in the paper), 
Fig. 5(b) shows that the two ICCs become even closer when a more extreme value of 
ξ is considered.

Abbreviations
2PL	� Two-parameter logistic
3PL	� Three-parameter logistic
DIF	� Differential Item Functioning
DRF	� Differential Response Functioning
ICC	� Item characteristic curve
IPR	� Item parameter replication
IRT	� Item Response Theory
LPE	� Logistic positive exponent
NCDIF	� Noncompensatory Differential Item Functioning
RMSD	� Root means square deviation

Acknowledgements
Not applicable.

Author contributions
QH (acquisition, analysis, visualization and interpretation of simulation data, and TIMSS 2011 and 2019 Math data; 
conceptualization; investigation; methodology; writing—drafting, reviewing, and editing). DMB (conceptualization; 
investigation; methodology; project administration; supervision; validation; writing—drafting, reviewing, and editing). 
WL (acquisition, analysis, visualization and interpretation of TIMSS 2011 and 2019 Science data; Investigation; writing—
reviewing and editing).

Fig. 5  ICCs when fitting LPE with extreme values of ξ to the studied item, item M032419, 8th Grade Math, 
TIMSS 2011



Page 23 of 24Huang et al. Large-scale Assessments in Education           (2024) 12:12 	

Funding
This research received no specific grant from any funding agency in the public, commercial, or organizations for the 
submitted work.

Availability of data and materials
The data and item content that support the findings of this study are openly available in the database of IEA TIMSS & 
PIRLS International Study Center at https://​timss​andpi​rls.​bc.​edu/​datab​ases-​landi​ng.​html.

Declarations

Competing interests
The authors declare that they have no competing interests.

Received: 8 March 2023   Accepted: 8 April 2024

References
Bazán, J. L., Branco, M. D., & Bolfarine, H. (2006). A skew item response model. Bayesian Analysis, 1(4), 861–892.
Bolfarine, H., & Bazán, J. L. (2010). Bayesian estimation of the logistic positive exponent IRT model. Journal of Educational and 

Behavioral Statistics, 35(6), 693–713.
Bolt, D. M. (2002). A Monte Carlo comparison of parametric and nonparametric polytomous DIF detection methods. Applied 

Measurement in Education, 15(2), 113–141.
Bolt, D. M., & Liao, X. (2021). On the positive correlation between DIF and difficulty: A new theory on the correlation as meth-

odological artifact. Journal of Educational Measurement, 58(4), 465–491.
Bolt, D. M., & Liao, X. (2022). Item complexity: A neglected psychometric feature of test items? Psychometrika, 87, 1195–1213.
Chalmers, R. P. (2012). mirt: A multidimensional item response theory package for the R environment. Journal of Statistical 

Software, 48(6), 1–29.
Chalmers, R. P. (2018). Model-based measures for detecting and quantifying response bias. Psychometrika, 83(3), 696–732.
El Masri, Y. H., & Andrich, D. (2020). The trade-off between model fit, invariance, and validity: The case of PISA science assess-

ments. Applied Measurement in Education, 33(2), 174–188.
Falk, C. F., & Cai, L. (2016). Semiparametric item response functions in the context of guessing. Journal of Educational Measure-

ment, 53(2), 229–247.
Foy, P., Martin, M. O., Mullis, I. V. S., Yin, L., Centurino, V. A. S., & Reynolds, K. A. (2016). Reviewing the TIMSS 2015 Achievement 

Item Statistics. In: M. O. Martin, I. V. S. Mullis, & M.Hooper (Eds.), Methods and Procedures in TIMSS 2015 (pp. 11.1–11.43). 
Retrieved from Boston College, TIMSS & PIRLS International Study Center website. http://​timss.​bc.​edu/​publi​catio​ns/​
timss/​2015-​metho​ds/​chapt​er-​11.​html

Lee, S. (2015). A comparison of methods for recovery of asymmetric item characteristic curves in item response theory. [Unpub-
lished masters thesis]. University of Wisconsin, Madison

Lee, S., & Bolt, D. M. (2018). Asymmetric item characteristic curves and item complexity: Insights fromsimulation and real data 
analyses. Psychometrika, 83(2), 453–475.

Martin M. O., von Davier M., Mullis I. V. (Eds.) (2020). Methods and procedures: TIMSS 2019 technicalreport. https://​timss​andpi​rls.​
bc.​edu/​timss​2019/​metho​ds/​pdf/​TIMSS-​2019-​MP-​Techn​ical-​Report.​pdf

Molenaar, D. (2015). Heteroscedastic latent trait models for dichotomous data. Psychometrika, 80(3), 625–644.
OECD. (2017). PISA 2015 Technical Report. OECD Publishing.
Oshima, T. C., Wright, K., & White, N. (2015). Multiple-group noncompensatory differential item functioning in Raju’s differen-

tial functioning of items and tests. International Journal of Testing, 15(3), 254–273.
Raju, N. S., van der Linden, W. J., & Fleer, P. F. (1995). An IRT-based internal measure of test bias. Applied Psychological Measure-

ment, 19(4), 353–368.
Robitzsch, A. (2022). On the choice of the item response model for scaling PISA data: Model selection based on information 

criteria and quantifying model uncertainty. Entropy, 24(6), 760.
Robitzsch, A., & Lüdtke, O. (2020). A review of different scaling approaches under full invariance, partial invariance, and nonin-

variance for cross-sectional country comparisons in large-scale assessments. Psychological Test and Assessment Modeling, 
62(2), 233–279.

Rutkowski, L., & Svetina, D. (2014). Assessing the hypothesis of measurement invariance in the context of large-scale interna-
tional surveys. Educational and Psychological Measurement, 74, 31–57.

Samejima, F. (2000). Logistic positive exponent family of models: Virtue of asymmetric item characteristic curves. Psycho-
metrika, 65, 319–335.

Shepard, L., Camilli, G., & Williams, D. M. (1984). Accounting for statistical artifacts in item bias research. Journal of Educational 
Statistics, 9, 93–128.

Shim, H., Bonifay, W., & Wiedermann, W. (2022). Parsimonious asymmetric item response theory modeling with the comple-
mentary log-log link. Behavior Research Methods, 55, 200–219.

Tijmstra, J., Bolsinova, M., Liaw, Y. L., Rutkowski, L., & Rutkowski, D. (2020). Sensitivity of the RMSD for detecting item-level misfit 
in low-performing countries. Journal of Educational Measurement, 57(4), 566–583.

Valdivia Medinaceli, M., Rutkowski, L., Svetina Valdivia, D., & Rutkowski, D. (2023). Effects of DIF in MST routing in ILSAs. Large-
Scale Assessments in Education, 11(1), 22.

von Davier, M. (2017). Software for multidimensional discrete latent trait models. Educational Testing Service.
von Davier, M., & Bezirhan, U. (2023). A robust method for detecting item misfit in large-scale assessments. Educational and 

Psychological Measurement, 83(4), 740–765.

https://timssandpirls.bc.edu/databases-landing.html
http://timss.bc.edu/publications/timss/2015-methods/chapter-11.html
http://timss.bc.edu/publications/timss/2015-methods/chapter-11.html
https://timssandpirls.bc.edu/timss2019/methods/pdf/TIMSS-2019-MP-Technical-Report.pdf
https://timssandpirls.bc.edu/timss2019/methods/pdf/TIMSS-2019-MP-Technical-Report.pdf


Page 24 of 24Huang et al. Large-scale Assessments in Education           (2024) 12:12 

Wainer, H. (1993). Model-based standardized measurement of an item’s differential impact. In P. W. Holland & H. Wainer (Eds.), 
Differential item functioning (pp. 123–135). Erlbaum.

Wright, K., & Oshima, T. C. (2015). An effect size measure for Raju’s differential item functioning for items and tests. Educational 
and Psychological Measurement, 75, 338–358.

Zumbo, B. D. (2007). Three generations of DIF analyses: Considering where it has been, where it is now, and where it is going. 
Language Assessment Quarterly, 4(2), 223–233.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.


	Investigating item complexity as a source of cross-national DIF in TIMSS math and science
	Abstract 
	Background: 
	Method: 
	Results: 
	Conclusions: 

	Introduction
	Quantifying two-group and multiple group DIF
	IRT models: the 2PL and LPE generalizations
	Simulation illustrations of model misspecification-induced DIF and DIF resolution though item specific model generalization
	Real data analyses: TIMSS 2011 and TIMSS 2019 Math and Science at grades 4 and 8
	Model re-specification versus models of partial measurement invariance in accommodating DIF
	Discussion and conclusion
	Appendices
	Appendix 1
	Appendix 2
	Appendix 3
	Appendix 4

	Acknowledgements
	References


