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Abstract 

The use of large-scale assessments (LSAs) in education has grown in the past decade 
though analysis of LSAs using multilevel models (MLMs) using R has been limited. 
A reason for its limited use may be due to the complexity of incorporating both plau-
sible values and weighted analyses in the multilevel analyses of LSA data. We provide 
additional functions in R that extend the functionality of the WeMix (Bailey et al., 2023) 
package to allow for the automatic pooling of plausible values. In addition, functions 
for model comparisons using plausible values and the ability to export output to differ-
ent formats (e.g., Word, html) are also provided.
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The use of modern large-scale assessments (LSAs) in education has grown dramatically 
over the years. Based on metadata from the Web of Science database, the annual num-
ber of articles published using international LSAs in education has grown from fewer 
than 10 in 1997 to over 300 articles per year in 2020 (Hernández-Torrano & Courtney, 
2021). Commonly-used datasets include PISA (the Programme for International Student 
Assessment organized by the Organization for Economic Co-operation and Develop-
ment [OECD]) and TIMSS (the Trends in International Mathematics and Science Study 
coordinated by the International Association for the Evaluation of Educational Achieve-
ment [IEA]) (Hernández-Torrano & Courtney, 2021; Laukaityte & Wiberg, 2018).

Although the LSA public-use datasets are freely and readily available for download 
from the respective agency websites,1 many of the tutorials for the analyses of such 
data have been limited to the use of commercial software such as Mplus (Yamashita 
et al., 2021) or SAS (Rutkowski et al., 2010). Recent articles (e.g., Caro & Biecek, 2017; 
Mirazchiyski, 2021) have focused on the use of the open-source R (R Core Team, 2022) 
statistical software. However, most of the articles do not focus on how to use multilevel 
models (Raudenbush & Bryk, 2002) for the analysis of LSAs using R.

Multilevel modeling (MLM or hierarchical linear modeling or mixed effects modeling) 
is a well-known and highly flexible regression-based approach used for the analysis of 
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clustered or nested data. MLM allows the variance in the outcome variable to be appro-
priately partitioned within and between clusters—which in itself may be a research focus 
of interest (e.g., how much variability in the outcome is due to the school or the stu-
dent?). Research questions focusing on the variance partitioning have had a long his-
tory in educational policy research such as those found in the Coleman report (1966) 
which looked at the unique contributions associated with student- and school-level fac-
tors related to academic achievement. MLM can also be used for data with more than 
two levels, commonly used in cross-national studies, allowing researchers to look at the 
student, school, and country effects all in one model (e.g., Baysu et al., 2023).

Although MLM has grown in popularity over the years (Huang, 2018), using R spe-
cifically for the multilevel analyses of LSAs has been limited. This is likely due to sev-
eral of the following reasons which are specific to the analyses of LSA data. First, the 
two commonly-used R MLM packages of lme4 (Bates, 2010) and nlme (Pinheiro et al., 
2022) do not allow for the use of sampling weights at the different levels of the model. 
Second, if the plausible values (PVs) of the outcome measures are to be used when ana-
lyzed using either lme4 or nlme, there has been no straightforward way (i.e., simply 
using a function) to properly pool results, aside from manually doing this through syntax 
(e.g., Lorah, 2022). Third, although packages such as EdSurvey (Bailey et al., 2020) and 
BIFIEsurvey (Robitzsch & Oberwimmer, 2022) provide features for R users to conduct 
multilevel analysis using PVs and weighted data analyses, users may have an additional 
challenge of learning a new package which requires figuring out how to download ILSA 
data (which is done using the package) and then filter, select, and recode the data specifi-
cally using custom-built package functions.2 In a detailed comparison of five R packages 
for the analysis of LSA data, Ringiene et al. (2022) indicated that proper data prepara-
tion using R functions specific to certain packages can be complex and may lead applied 
researchers to not use R. Software such as Mplus (Muthén & Muthén, 1998–2017) and 
HLM (Raudenbush & Congdon, 2021) are popular among LSA researchers using MLM 
due to their ability to accommodate both the use of weights and plausible values (Kara-
kolidis et al., 2022). Note however that software such as Mplus and HLM still require 
researchers to perform all of the data management necessary to analyze the data using 
other software.

As R has evolved over the years, so have its data management capabilities using pack-
ages such as dplyr3 (Wickham et al., 2020) and tidyr (Wickham, 2021), making R much 
more accessible to applied researchers. Researchers who are already familiar with R, 
are used to managing their own data, and already know how to fit multilevel models 
may want to simply fit the models of interest with minimal coding or without having 
to learn how to use a different package. The R package WeMix (Weighted mixed effect 
models; Bailey et al., 2023) was specifically designed to allow users to fit multilevel mod-
els (both linear and logistic regression models) with weights at different levels (such as 
those commonly found in LSAs) and uses standard formula notation commonly used 

2 Obtaining LSA data may be challenging for some and may require having access to either SAS or SPSS. The use of the 
R packages for obtaining the data helps reduce the burden on the users who may not have access to the necessary com-
mercial software.
3 As a sign of its popularity, based on results from the packageRank package, as of 2023.11.27, dplyr was the 10th most 
downloaded package out of 19,625 R packages on CRAN.
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in other R functions.4 However, the task of fitting multiple models and pooling the out-
put—which is a due to the use of plausible values (Mislevy et al., 1992)—is still left to the 
users. To address this, we provide some R functions in a form of an R wrapper (which 
is a function that wraps around another function in R), that extends the functionality 
of WeMix to allow for the analysis of multiple datasets, pooling of results, the ability to 
conduct nested model comparisons, and easily output regression tables in a customiz-
able and exportable format. The functions provided are specifically designed for users 
who already know how to obtain LSA data (i.e., download the data from the appropriate 
websites), are familiar with managing their data using R, already have a background on 
multilevel modeling (there are several primers on the topic) but want to simply analyze 
their data properly using multilevel modeling using R (i.e., WeMix follows the conven-
tional mixed effects notation already used in lme4) without having to program how to 
pool results. We compare results as well to output produced using SAS and the EdSur-
vey package (see Appendices).

The challenge of analyzing LSA data
Two defining characteristics of LSAs involve the use of sampling weights and plausible 
values. For practical and statistical purposes, the samples used for LSAs are not simple 
random samples and are drawn for the purpose of making inferences about the popula-
tion (i.e., population estimates) using multistage sampling. In addition, when students 
are assessed in a particular subject area (e.g., math, reading, science), students are only 
assigned portions of the assessment (i.e., certain blocks or booklets) and not the assess-
ment in its entirety. With plausible value (Mislevy et al., 1992) methodology, as students 
do not complete the entire assessment, student achievement is treated as missing data 
which needs to be properly accounted for. Statistical analyses must account for these 
two design characteristics of weights and plausible values to avoid biasing both the point 
estimates and standard errors (Laukaityte & Wiberg, 2017; Rutkowski et al., 2010). The 
use of weights and plausible values are briefly described.

Using weights
The specific details of the weighting procedures are explained in the user manuals of the 
particular LSAs and have been discussed in much detail in several articles (Kim et al., 
2013; Meinck, 2015; Rutkowski et  al., 2010). The use of sampling weights with survey 
data though has been “a subject of controversy among theorists” (Pfeffermann, 1993, 
p. 317) and findings from Monte Carlo simulations (where the true population value is 
known) have shown different results where the use of weights may (Mang et al., 2021) or 
may not matter (Laukaityte & Wiberg, 2018). However, the general recommendation in 
the LSA manuals is to use the weights as the objective of the analyses is to make gener-
alizations to the population and not the sample itself (Fishbein et al., 2021; Herget et al., 
2019).

4 Note that the BIFIEsurvey package (Robitzsch & Oberwimmer, 2022) can fit multilevel linear models but only allows 
for two-level models.
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With multilevel models, weights can be formed at different levels. This corresponds to 
the sampling design where in some assessments, within a country (or locale), schools5 
(level 2) are first selected (with a probability proportional to size) and then students or 
teachers (level 1) within schools are sampled. Not all multilevel models may require the 
use of weights but when working with LSAs that have complex sampling designs and 
inferential statistics are of interest, weights can be used (Sterba, 2009).6 To account for 
the sampling design, in a multilevel framework, using weights at the different levels has 
been suggested (Rathbun et al., 2021). Another approach would be to use the total stu-
dent weight (which is a product generally of the school and student weights which also 
includes some other adjustments) on its own (Zhang et al., 2020). Yet, another alterna-
tive and simpler approach when running MLMs is to only use the school-level weight at 
the second level without the need to specify the level-1 weight (Mang et al., 2021). As 
the sampling weights account for the sampling design (e.g., any stratification or over-
sampling) as well as adjustments for nonresponse, the use of weights is recommended 
(Joncas, 2007). As indicated by Snijders and Bosker, “the reason for using sampling 
weights is to avoid bias” (2011, p. 221).

When using weights with multilevel models, careful attention must be paid as to what 
type of weights are being used and what the software is actually doing. Most LSAs may 
provide an unconditional student weight for use at level 1, however some software (e.g., 
SAS) may require the unconditional weight to be rescaled by dividing the level-1 weight 
by the school weight. For a discussion on and examples of how the different weights are 
computed, see Rutkowski et al. (2010) and as indicated, researchers “should consult their 
software documentation for the appropriate application of weights at multiple levels” (p. 
144).

Using plausible values
To reduce the test burden on the respondents, students participating in LSAs do not 
complete the entire battery of assessments. For example, with TIMSS, if a student were 
to take the entire assessment, this would represent more than 10 h of testing time (Rut-
kowski et al., 2010). Instead, students are assigned certain test booklets to complete and, 
because of the administration method, individual testing time is reduced to 90 min.

However, as the students do not complete the entire assessment, this can be treated as 
a missing data problem where missing values can be imputed (Mislevy et al., 1992). Ran-
dom draws (five or ten depending on the LSA) from an estimated ability distribution are 
repeatedly taken for every student which are referred to as plausible values (Rutkowski 
et al., 2010). Different LSAs may use a different number (m number) of plausible values 
and are appropriate for making population- or subpopulation-level estimates and they 
are not individual scores. These values represent an ability range for each student. As a 
result, additional measurement error is introduced into the outcome due to the use of 
multiple plausible values. Thinking of the plausible values as imputed values—as used in 
multiple imputation to account for missing data—may be helpful.

5 This also depends on the country. For example, in a small country such as Singapore, all schools are selected so the 
corresponding school weight is 1.0.
6 For a discussion on model-, design-, and hybrid-based approaches to analysis, readers can consult Sterba (2009).
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Even though each student has m plausible values representing some latent (i.e., unob-
served) ability measure, an incorrect way of analyzing the data would be to take the 
average of all the plausible values or even just taking one of the values and then fitting 
a model (Aparicio et al., 2021). Doing so will result in generally underestimated stand-
ard errors which do not account for the variability resulting from the slightly different 
results for each m analyses. Instead, models should be fit m number of times, each with 
one of the plausible values as the outcome. As a result of the differing values, regression 
coefficients and standard errors will fluctuate slightly from model to model. The results 
of the m analyses should then be pooled using Rubin’s (2004) rules so that in the end, 
only one set of results are reported.

Rutkowski et al. (2010) provide an example showing how results can differ using only 
one value, an average set of values, and a properly pooled set of results. It is likely in this 
stage of the analysis where applied researchers may have some difficulty as even with 
software such as SAS, data have to be converted to a long format, analyzed multiple 
times, and then pooled appropriately. Note that the handling of plausible values is only 
of importance if the assessment measure is used as some analyses may not focus on the 
ability measures (e.g., focus is on bullying; Smith & López-Castro, 2017).

Pooling results: estimates and standard errors

Rubin’s (2004) method for pooling results has long been used with multiply-imputed 
data to account for imputation variability. For a regression model, pooling the regression 
coefficient b is straightforward and merely the average of the coefficients ( b ) from the 
m analyses. The standard errors—which captures the uncertainty of the estimate, takes 
slightly more work to compute and is not the simple average of the standard errors.

Using formulas adapted from Schafer and Olsen (1998, p. 557), the pooled standard 
errors are made up of the within ( Ub ) and between imputation ( Bb ) variance for each b 

coefficient. The within imputation variance of a regression coefficient is Ub =
�SE2

b
m  

which is the average of the squared standard errors over the m sets of analyses. The 

between imputation variance is Bb =

(

b−b
)2

m−1
 which is the variance of the regression coef-

ficients over the m sets of analyses. Combining the two sources of variance results in 
TB = Ub +

(

1+ 1

m

)

Bb and the pooled standard error is SEb =
√
Tb.

The estimate (b) is then divided by its standard error to obtain the corresponding 
t-statistic. The corresponding degrees of freedom (df) for the b coefficient is computed 

as: df = (m− 1)

(

1+ mUb
(m+1)Bb

)2

 . The p-values can then be evaluated using the t-statistic 

with the corresponding df. The subscript b indicates that this is computed for each b 
coefficient.

Pooling results: likelihood ratio tests

A common method for evaluating improvements in multilevel model fit uses a likelihood 
ratio test (LRT) that compares two nested models (i.e., a full and a restricted model) with 
each other. A restricted model is nested within a full model if the restricted model can 
be obtained by excluding parameters to be estimated from the full model. The difference 
in deviance statistics (deviance = − 2 × log-likelihood or − 2LL) between the two models 
(i.e., Δd = −  2LLFULL—−  2LLREDUCED) is evaluated using a χ2 statistic with k degrees of 
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freedom where k represents the difference in the number of parameters estimated in the 
full and the reduced models. A statistically significant result would indicate a better fit 
of the full model and a nonstatistically significant result would suggest that the simpler, 
more parsimonious model would suffice. However, there are several pooling approaches 
for LRTs to choose from and the computation is not as straightforward as the approach 
to pooling the estimates and standard errors (see Grund et al., 2023 for a comparison of 
three approaches).

We show the computation for the pooled statistic as proposed by Li et  al. (1991) 
referred to as the D2 statistic by Schafer (1997, Eq. 4.40) which involves pooling the χ2 
statistic from each m model analyzed using different plausible values. The D2 statistic is 

calculated using D2 =
d
k
−m+1

m−1
rm

1+rm
 where d is the average Δd statistic from the m models 

and rm is the an estimate of the average relative increase in variance as a result of missing 

(i.e., imputed) values. The formula for rm =
(

1+ 1

m

)

(

∑m
i=1

(
√
dm−

√
d)

2

m−1

)

 where 
√
d is the 

average value of the square root of Δd for each model, 
∑m

i=1

√
dm

m  . Although the second 
part of the rm equation may look complicated, this is merely the variance of the square 
root of the Δd statistic for each m model.

The D2 statistic is evaluated using an F distribution with k df for the numerator and v2 
df for the denominator where v2 = k−3/m(m− 1)

(

1

r2

)2

 (see Schafer, 1997, Eq. 4.41). The 

F distribution used for the D2 corresponds to the χ2 distribution for LRTs using com-
plete data but accounts for the number of imputations (m plausible values) used (Grund 
et al., 2023). Although the D2 statistic has been found to result in somewhat higher levels 
of Type I errors, this is an issue with smaller sample sizes (e.g., n = 100) (Grund et al., 
2023) which is not the case when analyzing LSAs which typically have thousands of 
observations and over a hundred clusters.

Some researchers though may want to use information criterion measures, such as the 
Akaike information criterion (AIC), to assess the quality of competing statistical mod-
els, with lower values indicating better model fit. Combining these measures as a result 
of multiple models, which are predicated on using the same dataset, is not clear (Grund 
et al., 2016). Some though have suggested using the average of the AIC measures result-
ing from m datasets or creating and analyzing an averaged dataset using the m complete 
datasets (Schomaker et al., 2010 as cited in Consentino & Claeskens, 2010, p. 2294). Using 
a simulation, Consentino and Claeskens showed that different pooling approaches for the 
AIC performed similarly. Though commonly done, we caution against the use of informa-
tion criterion measures which may actually not perform well when selecting the best fit-
ting models (e.g., Ferron et al., 2002; Gelman & Rubin, 1994; Vallejo et al., 2008).

The current study
To reduce the complexity in the analysis of LSA data using multilevel models, we pro-
vide several freely downloadable functions (available at https:// github. com/ flh3/ pubda 
ta/ tree/ main/ mixPV), to be used together with the WeMix package (Bailey et al., 2023) 
for R. The following functions are provided:

• mixPV: for the analysis using plausible values using the mix function in WeMix.

https://github.com/flh3/pubdata/tree/main/mixPV
https://github.com/flh3/pubdata/tree/main/mixPV
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• summary: for generating the pooled output resulting from mixPV.
• summary_all: for viewing the MLM output for each plausible value.
• lrtPV: for conducting model comparisons using models fit using plausible values.
• glance: for viewing summary statistics.

In addition, “helper” functions7 are provided that make the output readily export-
able—in formats such as Word or html, using the modelsummary (Arel-Bundock et al., 
2022) package.

Data analysis
We extend the example in the WeMix vignette8 that used PISA 2012 data from the 
United States (USA) but only used the first plausible value for math (pv1math). For the 
current analyses, five plausible values (i.e., pv1math, pv2math, pv3math, pv4math, 
pv5math) will be used. Data are available at https:// www. oecd. org/ pisa/ data/ pisa2 
012da tabase- downl oadab ledata. htm and requires researchers to select only data from 
the USA and merge both the student and school data files using the schoolid vari-
able.9 The files are merged as required by standard multilevel modeling software and we 
do so in this example in order to use both student- and school-level predictors. The pre-
dictors used for the current example are shown in Table 1.

The student- and school-level weights at level one and level two are w_fstuwt and w_
fschwt, respectively. These weights are provided in the PISA dataset and are referred 
to as unconditional weights which can be used directly (i.e., without alteration) with the 
mix function when specifying the weights at two levels. To compute conditional student 
weights (which are used by some software), the total student weight (w_fstuwt) can be 
divided by the school weight (w_fschwt).10 Of the observations without missing data, 
there were 3,136 students nested in 157 schools. 

Using composite notation, the random intercepts model can be expressed as: 
Yij = γ00 + γ01LMTVL

j + γ02LMTSE
j + γ03LMTAL

j + γ10LFM
A
ij + γ20LFM

D
ij + γ30LFM

SD
ij + γ40MALEij

+γ50ESCSij + u0j + rij , where Yij is the outcome for student i in school j;  LMTVL−AL
j  

represent three dummy codes for the school-level variable for the lack of qualified math 
teachers; LFMA−SD

ij  represent three dummy codes for the student-level variable for look-
ing forward to math lessons; MALEij is a dummy code for student gender; and ESCSij is 
the continuous student-measure of socioeconomic status. The error term u0j captures 
the variability of the outcome between schools and rij is the student-level error term.

7 A function that allows one function to work with other functions.
8 https:// cran.r- proje ct. org/ web/ packa ges/ WeMix/ vigne ttes/ Intro ducti on_ to_ Mixed_ Effec ts_ Models_ With_ WeMix. pdf
9 When importing SPSS files into R, users can use the rio::import() function. Although the haven::read_sav() function 
may work, WeMix may have issues with the labels used in.
haven. The variable labels may be removed using the haven::zap_labels() function.
The combined R data file can also be accessed using.
 > data(pisa2012, package = ’MLMusingR’) # from package version 0.3.2 or.
 > pisa2012 <—rio::import("https:// github. com/ flh3/ pubda ta/ raw/ main/ mixPV/ pisa2 012. rds").
10 By default, this does not have to be done when using the mix function. However, if conditional weights are used, this 
option can be set by using the mix function and including the option cWeights = TRUE. The conditional weight in the 
dataset is variable pwt1.

https://www.oecd.org/pisa/data/pisa2012database-downloadabledata.htm
https://www.oecd.org/pisa/data/pisa2012database-downloadabledata.htm
https://cran.r-project.org/web/packages/WeMix/vignettes/Introduction_to_Mixed_Effects_Models_With_WeMix.pdf
https://github.com/flh3/pubdata/raw/main/mixPV/pisa2012.rds
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The standard method of fitting a random intercepts model using the mix function 
(without plausible values) in WeMix can be done with the following specification: 

However, to use the five plausible values in the analysis, we specify each of the plau-
sible values as dependent variables (on the left-hand side of the equation) in one model 
using the new mixPV function. There is no need to reshape the data from a wide to long 
format as may be required by other software (e.g., SAS). To generate results and to have 
the output properly formatted, the broom package (Robinson et al., 2022) needs to be 
installed as well using install.packages(’broom’). The newly introduced func-
tions can be loaded using the source function:

Table 1 Descriptive statistics

Unweighted statistics shown.

Variable Description

Level 1 (student level; n = 3,316)

escs A continuous socioeconomic status variable 
(an index of economic, social and cultural 
status)

M = 0.20
SD = 0.98

st04q01 Student gender (male or female) with female 
as the reference group

Female = 1570 (50%)
Male = 1566 (50%)

st29q03 “I look forward to mathematics lessons” with 
response options strongly agree (the reference 
group), agree, disagree, and strongly disagree

Strongly agree = 387 (12%)
Agree = 1037 (33%)
Disagree = 1231 (39%)
Strongly disagree = 481 (15%)

Level 2 (school level; n = 157)

sc14q02 “Is your school’s capacity to provide instruction 
hindered by any of
the following... A lack of qualified mathematics 
teachers” with response options a lot, to some 
extent, very little, and not at all (the reference 
group)

Not at all = 116 (74%)
Very little = 25 (16%)
To some extent = 13 (8%)
A lot = 3 (2%)
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Note that the only difference in the specification is the use of multiple values for the 
dependent variable (i.e., pv1math + pv2math + pv3math + pv4math + pv5math)  
together with the mixPV function. The output shows both the combined random 
and fixed effects using the point estimates, standard errors, the t-statistics, degrees 
of freedom, and the p-values computed and combined using Rubin’s (2004) rules. 
By default, the standard errors reported are also the robust standard errors (Liang 
& Zeger, 1986) which account for heterogeneity of variance violations (Huang et al., 
2022). For a more detailed discussion on robust standard errors and their computa-
tion in the context of mixed models, readers can consult Huang et al. (2022). 

Although the mixPV function is run once, the model is fit five times using mix, 
once for each plausible value specified. If the user wants to see the result of each anal-
ysis separately, summary_all(m0) can be used. The glance(m0) function can 
also be used to view the number of observations, the number of plausible values used, 
and the average AIC and BIC statistics:

Following the original WeMix vignette, a random slope for escs can also be speci-
fied in the standard manner (as done in lmer and lme) and in this case the variable 
escs is allowed to randomly vary by school by including (escs|schoolid).
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Although the random slope (schoolid.escs) shows the p-value of the associated 
Wald test (i.e., p < .001), the use of a likelihood ratio test (LRT) is often recommended 
when testing variance components (Berkhof & Snijders, 2001). To conduct a model 
comparison between a model using a likelihood ratio test with and without a random 
slope, the lrtPV function can be used by specifying the fitted full and the reduced 
model (note that the order has be the full model first and the reduced model second):

The likelihood ratio test, based on the D2 statistic (Li et al., 1991), indicates that the 
model fits better with the random slope, F(2, 2.65) = 98.3, p < .01.

Finally, several model results can be shown side-by-side using the modelsummary 
function (from the package of the same name). The results can be shown using:
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Note that the output table in Fig. 1 is shown ‘as-is’ and needs some editing to get it 
ready for publication (e.g., indicating that these are robust standard errors in paren-
thesis, indicating the reference group for the categorical variables, separating the 
random effects,  adding other notes). The modelsummary function has many use-
ful options for formatting the output (e.g., showing confidence intervals, having esti-
mates and standard errors beside other, controlling the number of digits to show). 
There is extensive documentation for the use of the modelsummary function avail-
able at: https:// vince ntare lbund ock. github. io/ model summa ry/ artic les/ model summa 
ry. html. If the random effects are to be hidden (so that only fixed effects are shown), 

Fig. 1 Output using the modelsummary function

https://vincentarelbundock.github.io/modelsummary/articles/modelsummary.html
https://vincentarelbundock.github.io/modelsummary/articles/modelsummary.html
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the coef_omit = ’schoolid|Residual’ option can be added (the characters 
within the quotations and separated by the pipe operator [|] are matched and hidden). 
By default, the output is displayed onscreen but if instead the user wants to output the 
file to a Word file, the option out = ’results.docx’ can be specified (other options 
include jpg, html, tex). As a basis for comparison, model results using plausible val-
ues and weights analyzed using both SAS proc glimmix and the EdSurvey package are 
shown in the appendix and results are similar. 

Conclusion
The current manuscript demonstrates additional functions that extend the use of the 
WeMix package to allow for the pooling of MLM results from models using plausible val-
ues. Such a feature is required for the proper analysis of LSA data with outcomes that use 
plausible values. In addition, functions are introduced that allow for model comparisons 
using likelihood ratio tests and allow results to be exported into other formats for easier 
editing.

Appendix A. Two‑level multilevel model results using five plausible values 
and weights analyzed using SAS proc glimmix (n = 3136)

RI RS

(Intercept) 489.520*** 486.730***

(8.446) (8.237)

st29q03Agree1  − 11.287 +  − 10.533 + 

(5.988) (5.904)

st29q03Disagree1  − 19.526**  − 17.441**

(6.058) (6.093)

st29q03Strongly  disagree1  − 39.929***  − 36.910***

(7.036) (7.077)

sc14q02Very  little2  − 22.549  − 22.702

(16.804) (15.494)

sc14q02To some  extent2  − 17.508  − 16.158

(11.845) (12.326)

sc14q02A  lot2  − 27.257***  − 44.538***

(11.777) (9.891)

st04q01Male3 8.384** 8.853**

(3.107) (3.089)

escs 25.918*** 27.433***

(2.109) (2.537)

schoolid.(Intercept) 1331.751*** 1375.054***

(356.490) (321.389)

Residual 5288.857*** 5019.517***

(159.913) (151.381)

schoolid.escs 339.073***

(67.403)

AIC 25,592,616 25,504,872

BIC 25,592,649 25,504,908

RI  random intercepts model. RS  random slope model. Robust standard errors within parenthesis. 1Strongly agree is the 
reference level. 2Not at all is the reference level. 3Female is the reference level. + p < 0.10, *p < 0.05, **p < 0.01, ***p < 0.001
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Appendix B. Two‑level multilevel model results using five plausible values 
and weights analyzed using the EdSurvey package in R (n = 3136)

RI RS

(Intercept) 489.507 486.441

(8.408) (8.268)

st29q03Agree1  − 11.286  − 10.536

(5.989) (5.894)

st29q03Disagree1  − 19.534  − 17.404

(6.050) (6.079)

st29q03Strongly  disagree1  − 39.949  − 36.881

(7.025) (7.050)

sc14q02Very  little2  − 22.927  − 23.178

(16.690) (15.777)

sc14q02To some  extent2  − 17.605  − 13.748

(11.766) (11.881)

sc14q02A  lot2  − 30.050  − 35.744

(7.748) (8.593)

st04q01Male3 8.395 8.881

(3.103) (3.088)

escs 25.883 27.123

(2.105) (2.441)

schoolid.(Intercept) 1398 1380.7

(327.5) (303.89)

Residual 5295 5021.0

(152.5) (137.82)

schoolid.escs 324.4

(63.53)

RI  random intercepts model. RS  random slope model. Robust standard errors within parenthesis. 1Strongly agree is the 
reference level. 2Not at all is the reference level. 3Female is the reference level. p-values are not shown when using the 
EdSurvey package
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