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Abstract 

One major aim of international large-scale assessments (ILSA) like PISA is to monitor 
changes in student performance over time. To accomplish this task, a set of common 
items (i.e., link items) is repeatedly administered in each assessment. Linking methods 
based on item response theory (IRT) models are used to align the results from the dif-
ferent assessments on a common scale. This work employs the one-parameter logistic 
(1PL) and the two-parameter logistic (2PL) IRT models as scaling models for dichoto-
mous item response data. The present article discusses different types of trend 
estimates in country means and standard deviations for countries in ILSA. These types 
differ in three aspects. First, the trend can be assessed by an indirect or direct link-
ing approach for linking a country’s performance at an international metric. Second, 
the linking for the trend estimation can rely on either all items or only the link items. 
Third, item parameters can be assumed to be invariant or noninvariant across coun-
tries. It is shown that the most often employed trend estimation methods of original 
trends and marginal trends can be conceived as particular cases of indirect and direct 
linking approaches, respectively. Through a simulation study and analytical deriva-
tions, it is demonstrated that trend estimates using a direct linking approach and those 
that rely on only link items outperformed alternatives for the 1PL model with uniform 
country differential item functioning (DIF) and the 2PL model with uniform and nonu-
niform country DIF. We also illustrated the performance of the different scaling models 
for assessing the PISA trend from PISA 2006 to PISA 2009 in the cognitive domains 
of reading, mathematics, and science. In this empirical application, linking errors based 
on jackknifing testlets were utilized that adequately quantify DIF effects in the uncer-
tainty of trend estimates.
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Introduction
One primary aim of international large-scale assessments (ILSAs; Rutkowski & Rut-
kowski, 2022; Rutkowski et al., 2014) is to monitor changes in the levels of educational 
outcomes (e.g., student performance). Every three years, for example, the Programme 
for International Student Assessment (PISA) delivers international comparisons of 
student performance in three cognitive domains (reading, mathematics, and science; 
OECD, 2014). The repeated assessment of these cognitive domains makes it possible 
to estimate national trends within each participating country, providing policymak-
ers with important information for evaluating educational reforms; these trends often 
receive considerable attention from the media. To estimate the trends in student per-
formance, the assessment outcomes need to be reported on a common scale that is 
comparable across time (Mazzeo & von Davier, 2014). To accomplish this task, a set 
of common items is repeatedly administered in each assessment, and linking methods 
are used to align the results from the different assessments on a common scale. It is 
vital to use reliable and interpretable trend estimates.

In the present article, we discuss different trend estimation approaches in ILSAs. 
In the literature, competitive trend estimation approaches for country means and 
standard deviations have been discussed (Carstensen et al., 2008; Gebhardt & Adams, 
2007; Robitzsch & Lüdtke, 2019; Sachse & Haag, 2017). These different trend estima-
tion approaches can differ in three aspects. First, the trend estimate can be assessed 
by an indirect or direct linking approach for linking a country’s performance at an 
international reference metric. In an indirect linking approach, the trend estimate 
for assessing a country’s change between two time points is computed by twice link-
ing the country to the international metric. In contrast, the direct linking approach 
only links a particular country to the international metric at time point 1 and directly 
assesses the change in the country mean or the country standard deviation by apply-
ing a linking from the first to the second time point based on data at the second time 
point only from the respective country. Second, the linking for the trend estimation 
can rely on either all items or only the link items. Using only the subset of link items 
could result in less precise trend estimates because part of the data is ignored (i.e., the 
items that are uniquely administered at one of the two time points) in linking. On the 
other hand, restricting the set of items to link items can reduce the variability in trend 
estimates if item-specific factors such as differential item functioning (DIF) impact 
the linking approach. Third, item parameters can be assumed invariant or noninvari-
ant across countries. In the literature, it is often argued that the invariance assump-
tion would lead to more stable trend estimates (von Davier et al., 2019).

It is shown that the most often employed trend estimation methods of original 
trends and marginal trends can be conceived as particular cases of indirect and direct 
linking approaches, respectively. Through a simulation study and analytical deriva-
tions, it is shown that trend estimates using a direct linking approach and those that 
rely on only link items outperformed alternatives for the 1PL model with uniform 
country DIF and the 2PL model with uniform and nonuniform country DIF. We also 
illustrated the performance of the different scaling models for assessing the PISA 
trend from PISA 2006 to PISA 2009 in the cognitive domains of reading, mathematics, 
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and science. In this empirical application, linking errors based on jackknifing testlets 
were computed that quantify DIF effects in the uncertainty of trend estimates.

Trend estimation in ILSA studies

In order to estimate country trends in student achievement, the results from different 
assessments need to be linked so that the achievement scores in a respective cognitive 
domain can be directly compared. The general idea of a linking approach is to use a set 
of common items that are administered in more than one assessment in order to estab-
lish a common metric that makes it possible to compare the test results across the differ-
ent assessments (Dorans et al., 2007; Pohl et al., 2015; Sachse et al., 2019; von Davier and 
Sinharay, 2014). Panel A in Fig. 1 illustrates a typical linking design used in two assess-
ments of an ILSA study. In both assessments, a set of I0 link items (also referred to as 
common or anchor items) is administered to a cohort of students (e.g., 15-year-old stu-
dents in a country; OECD, 2014). In addition, I1 and I2 unique items are presented in 
only one of the two assessments. One advantage of including unique items in an ILSA 
is that they can be made publically available for secondary analysis, and the item pool 
can be renewed in later assessments (Mazzeo & von Davier, 2014). In a linking design 
with two time points, four distributions can be distinguished in Panel A in Fig. 1. The 
international metric INT is based on all countries or a subset of reference countries (e.g., 
OECD countries). The corresponding ability distributions at the international metric of 
the two time points are denoted by INT1 and INT2. Furthermore, a particular country 
(i.e., nation or NAT) must be linked to the international metric to enable cross-sectional 
and longitudinal comparisons of the country with the international reference INT or 
other countries. The ability distributions of the country NAT at the two time points are 
denoted by NAT1 and NAT2, respectively.

In PISA until 2012, two assessments are linked at an international metric (OECD, 
2014). Two calibration samples comprising all (selected) countries at time point 1 and 
time point 2 are utilized to obtain item parameter estimates from two separate item 
response models, such as the one-parameter logistic (1PL) model or the two-parameter 
logistic (2PL) model (Birnbaum, 1968). To place estimated item parameters onto a com-
mon international metric in order to assess differences in student abilities across time 
points, a linking approach (Kolen & Brennan, 2014) can be used. Until PISA 2012, the 
1PL model was applied with subsequent mean-mean linking (OECD, 2014). For the 2PL 

Fig. 1 Assessment designs for two time points
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model, Haebara linking (Haebara, 1980) or Haberman linking (Haberman, 2009) can be 
used. Panel B in Fig. 1 illustrates the link between the two assessments at the interna-
tional metric by the line between INT1 and INT2. In a cross-sectional assessment, the 
countries can be linked to the international metric by assuming common (i.e., invariant 
or international) item parameters. More specifically, a particular country NAT1 is linked 
to the international metric INT1 by using the international item parameters as fixed 
parameters in the country-specific scaling model. By doing so, the ability distribution 
of a country NAT (i.e., country mean and country standard deviation) can be compared 
to the international average at time point 1 (see Panel  B in Fig.  1). Alternatively, one 
could employ a separate scaling model for each country at time point 1. In this approach, 
all item parameters are noninvariant, and a subsequent linking approach must be per-
formed to enable comparisons of countries with each other and the international metric. 
Moreover, countries have to be linked to the international metric at time point 2. Again, 
a country (NAT2 in Panel B in Fig. 1) can be linked to the common international met-
ric INT2 by assuming invariant item parameters across countries or relying on country-
specific noninvariant item parameters with subsequent linking. The approach depicted 
in Panel B in Fig.  1 follows the rationale of the original trend estimation because two 
cross-sectional estimates can be subtracted to obtain a trend estimate (Gebhardt & 
Adams, 2007). Notably, countries are linked twice in this approach. At both time points, 
there is a linking of a nation NAT to an international metric, and the link across the two 
different time points is established by linking international item parameters obtained 
from calibration samples. The linking illustrated in Panel B in Fig. 1 can be referred to as 
indirect longitudinal linking because the trend estimate for country NAT is obtained by 
linking twice to the international metric.

Alternatively, the longitudinal linking of a country can be established with a direct 
linking approach. This situation is depicted in Panel C in Fig. 1. The linking of countries 
onto the international metric at time point 1 is the same as the linking at the interna-
tional metric depicted in Panel B in Fig. 1. However, the crucial difference in the direct 
linking of a country is that there is no reference to the international metric obtained 
at time point 2. That is, ability changes for a country NAT at time point 2 are directly 
assessed as differences to the item parameters NAT1 obtained from the scaling at the 
first time point. Typically, the link between NAT1 and NAT2 is conducted by applying 
separate scaling models with subsequent linking (Gebhardt & Adams, 2007). Marginal 
trend estimates are an example of such a direct linking approach (Gebhardt & Adams, 
2007). Importantly, Panel  C in Fig.  1 indicates that only one link of a country to the 
international metric at time point 1 is required. At the same time, the linking approach 
at the international metric depicted in Panel B in Fig. 1 also requires a linking at the sec-
ond time point.

Previous literature on trend estimation focuses on particular indirect and direct link-
ing approaches. If all I0 + I1 + I2 items (i.e., “all items”) are used in indirect linking (see 
Panel B in Fig. 1), trend estimates from the corresponding indirect linking method have 
been termed as original trend estimates (Gebhardt & Adams, 2007). Moreover, if all items 
are used in the direct linking approach (see Panel C in Fig. 1), trend estimates based on 
this method are labeled as marginal trend estimates (Gebhardt & Adams, 2007). It has 
been pointed out that marginal trend estimates (i.e., as an example of direct linking) can 
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result in more precise (i.e., more efficient) estimates than original trend estimates (i.e., as 
an example of indirect linking) (see Robitzsch & Lüdtke, 2019; Sachse et al., 2016). Con-
sequently, the direct linking approach could be more efficient than the indirect approach 
if it cannot be assumed that item parameters are invariant across all countries and the 
two time points. The consequences of the violation of measurement invariance can be 
distinguished with regard to three different aspects (Robitzsch & Lüdtke, 2019). First, 
items can function differently across assessments, known as item parameter drift (IPD; 
Meade et al., 2005; Hanson & Beguin, 2002; Kang & Petersen, 2012). Second, an item 
can function differently (differential item functioning; DIF) across countries at one time 
point, indicating that an item is relatively easier or more difficult for a specific coun-
try than at the international level (Camilli, 2006; Holland & Wainer, 1993). These cross-
national differences have been studied extensively and termed country DIF (Kreiner & 
Christensen, 2014; Oliveri & von Davier, 2014, 2017). Third, country DIF can vary across 
time points, meaning the relative difficulty changes across assessments (DIF × IPD; 
Carstensen, 2013; Wetzel & Carstensen, 2013).

Furthermore, the magnitude of the efficiency gains by using direct linking instead 
of indirect linking also depends on the linking design (see Weeks et al., 2014). A good 
showcase of the relevance of the linking design can be seen in the PISA study with its 
distinction between major and minor domains (e.g., reading was the major domain in 
PISA 2009 and, therefore, a large number of reading items were used in PISA 2009, 
whereas, in PISA 2006, reading was a minor domain and a much smaller number of 
reading items were used). In this linking design, additional uncertainty in the linking 
is caused by the substantially lower number of items when a cognitive domain changes 
from being a major to a minor domain (Weeks et al., 2014).

Cross‑sectional estimation of country means and standard deviations

In the following, we discuss the variability of cross-sectional estimates of the country 
mean and country standard deviations in the 1PL model. The variability comprises 
standard errors due to the sampling of persons and linking errors due to a random 
functioning of items1 (Hastedt & Desa, 2015; Monseur & Berezner, 2007; Monseur 
et al., 2008). It is assumed that the 1PL model with country-specific DIF effects holds. 
Notably, the precision of the two country distribution parameters is influenced by two 
aspects. First, the sample size per country affects the standard error. With larger sample 
sizes, less variability can be expected. Second, the extent of DIF effects and the number 
of items affect the precision of country-specific distribution parameters (Robitzsch & 
Lüdtke, 2019; Wu, 2010).

Assume that the estimated identified item difficulty β̂ic of item i in country c in a coun-
try-wise scaling model is given by

where µc is the true country mean, bi is the common item difficulty of item i , νic is the 
true DIF effect of item i in country c, and eic is the country-specific sampling error of the 

(1)β̂ic = µc + bi + νic + eic,

1 Alternatively, a sampling of items can be regarded as a source of uncertainty (Brennan, 2001; Wu, 2010).
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estimated item difficulty. We assume that DIF effects νic and sampling errors eic have an 
expected value of zero (i.e., E(νic) = 0 and E(eic) = 0).2

It is evident that there are two error terms in Eq.  (1). The joint effect νic + eic con-
founds sampling error and linking error due to country DIF in a concurrent estimation 
approach that ignores the presence of DIF effects.

Two estimation approaches will be distinguished: concurrent scaling and separate 
scaling with subsequent linking. These approaches are now being discussed.

First, concurrent scaling specifies a multiple group model by assuming invariant item 
parameters. In operational practice, the IRT model is estimated with marginal maxi-
mum likelihood (MML; von Davier & Sinharay, 2014). However, we approximate MML 
by diagonally weighted least squares (DWLS; Cai & Moustaki, 2018) estimation (see 
Robitzsch & Lüdtke, 2020) in the analytical treatment. DWLS is a limited information 
estimation approach that fits country-specific thresholds and tetrachoric (or polychoric) 
correlations of all item pairs. If DWLS approximates ML, the weights of all input statis-
tics are determined as precision weights that are given as the inverse of the variance esti-
mate of a corresponding statistic. For example, the weight of an input country-specific 
threshold statistic increases with increasing country sample size and if the threshold is 
close to zero (i.e., it lies in the center of the ability distribution of the country). We want 
to emphasize that obtaining common item parameters in a concurrent scaling model 
involving multiple groups with equal contributions from all countries is very similar to 
the approach that relies on a pooled calibration sample comprising students of all coun-
tries. The only difference between the two approaches consists of the specification of the 
distribution of the latent ability variable. Empirical evidence shows that the specification 
of this prior distribution is practically inconsequential regarding item parameter estima-
tion. The population distribution of a single country can be obtained in an anchoring 
approach using fixed item international parameters from the calibration sample (OECD, 
2012).

Second, the countries can be separately scaled for each country. The country-specific 
item parameters are brought onto a common international metric in a subsequent link-
ing procedure (Kolen & Brennan, 2014). Note that the item parameters on the interna-
tional metric are obtained by estimating a single-group IRT model that includes students 
from all countries. In contrast to concurrent scaling, the linking approach allows non-
invariant item parameters. There is some belief that this property must always result in 
less stable estimates (von Davier et al., 2019). However, we refute this claim with analyti-
cal and simulation results.

In the following, we derive the variability of the country mean and standard deviation 
estimates for the concurrent scaling and the linking approach. It is shown that the vari-
ability depends on the relationship between sampling error variance and linking error 
due to the variance of DIF effects and the number of items.

2 Sampling errors are denoted by Latin letters, while Greek letters are used for item effects.
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Variance of estimated country means
Let  β̂ic = µc + bi + νic + eic be the identified threshold of item i in country c (see Eq. (1)). 
Furthermore, let φic = Var(eic) be the sampling variance of the estimated item difficulty β̂ic . 
First, we derive the variability of the estimated country mean under concurrent scaling that 
relies upon invariant item parameters (labeled as “inv”). The MML estimation method is 
approximated by DWLS. Hence, the country mean is estimated by minimizing the follow-
ing weighted least squares function for item difficulties (or item thresholds, respectively)

where the precision weights are given as ωic = 1/φic . The ML estimate µ̂c,inv is given by

Equation (3) highlights that the two types of errors (i.e., DIF effects and sampling error) 
affect the estimated country mean. Because νic and eic have expected values of zero and are 
assumed to be uncorrelated with ωic , we obtain that µ̂c,inv is an unbiased estimate of µc . 
Moreover, the random variables νic and eic are all uncorrelated.

Let σ2DIF,c be the country-specific variance Var(νic) of the DIF effects νic . Hence, the vari-
ance of the estimated country mean can be determined as

where mω,c and sω,c denote the empirical mean and standard deviation of precision 
weights ωic , respectively. The derivation relies on the assumption that the sampling 
errors of estimated difficulties are uncorrelated, which is approximately fulfilled for a 
sufficiently large number of items (Yuan et  al., 2014). Also, note that mω,c is the har-
monic mean of variances φic ; that is, 1/mω = 1/m1/φ , where m1/φ is the arithmetic mean 
of the quantities 1/φic . It can be shown that the harmonic mean is always smaller than 
the arithmetic mean (Xia et al., 1999); that is, 1

m1/φ
≤ mφ.

The mean-mean linking method is used in the linking approach (Kolen & Brennan, 2014). 
The estimated country-specific item parameters β̂ic are linked to international item param-
eters bi . To ease the analytical derivations, we assumed that international item parameters 
are obtained without sampling error because, in LSA studies with many countries, the sam-
ple size at the international level is sufficiently large compared to the sample size at the level 
of a particular country. Moreover, DIF effects are frequently more important than sampling 
errors at the country level. The estimated country mean under linking based on noninvari-
ant item parameters (labeled as “noninv”) is given by

(2)µ̂c,inv = argmin
µ

∑I

i=1
ωic

(
β̂ic − bi − µ

)2
,

(3)µ̂c,inv =

∑I
i=1 ωicβ̂ic∑I
i=1 ωic

= µc +

∑I
i=1 ωic(νic + eic)∑I

i=1 ωic

.

(4)Var(ν̂c,inv) =

∑I
i=1(σ

2
DIF,c + φic)

I2
=

σ2DIF,c

I
+

mφ,c

I
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Note that µ̂c,noninv coincides with the country mean µ̂c,inv obtained from concurrent 
scaling if all precision weights ωic in Eq.  (3) would be equal. Moreover, the estimated 
country mean based on noninvariance is also unbiased because the expected values of 
νic and eic are zero. The variance of the estimated country mean µ̂c,noninv obtained with 
mean-mean linking is given by

Hence, one can analyze which of the two estimators µ̂inv and µ̂noninv is more effi-
cient. We compute the difference in variance estimates and obtain

The first term in (7) is always positive in the presence of DIF effects (i.e., σ2DIF,c > 0 ). 
The second term is always negative. Hence, the estimates under invariance (i.e., 
µ̂c,inv ) are more efficient than estimates under noninvariance of item parameters (i.e., 
µ̂c,noninv ) if the DIF variance σ2DIF,c is small compared to the variability in the preci-
sion-weighted estimate. More formally, by using Eq. (7), this property is fulfilled if

We also want to point out that both estimators (i.e., country means estimated with 
concurrent scaling and linking) provide unbiased estimates of the country means if 
one assumes that the DIF effects νic vanish on average (i.e., E(νic) = 0 ) and are uncor-
related with common item difficulties bi . However, the variances of these estimates 
generally differ. In contrast to the statement in von Davier et  al. (2019), country 
means based on linking can be more efficient than concurrent scaling if the influence 
of DIF variance exceeds the effects of sampling error (see Eq. (8)). If there would be 
no sampling error, an equal weighting of item difficulties as conducted in mean-mean 
linking for computing the country mean is preferable. In contrast, in the absence of 
DIF effects, the precision-weighted computation of country means provides the most 
efficient estimates. This property might motivate the claim that concurrent scaling 
will always result in more stable estimates. However, we think a complete absence of 
DIF is unrealistic in practical applications. We would also like to note that the mean-
mean linking in Eq.  (5) can be replaced by a robust mean that downweighs outly-
ing DIF effects (Magis & De Boeck, 2011; Robitzsch, 2021b; von Davier & Bezirhan, 
2023; Wang et al., 2022). By doing so, the variance in estimated country means might 
be even more reduced. Moreover, a downweighting or complete removal of some 

(5)µ̂c,noninv =
1

I

I∑

i=1

(
β̂ic − bi

)
= µc +

1

I

I∑

i=1

(νic + eic).

(6)Var
(
µ̂c,noninv

)
=

∑I
i=1

(
σ2DIF,c + φic

)

I2
=

σ 2
DIF,c

I
+

mφ,c

I
.

(7)Var
�
�µc,inv

�
− Var

�
�µc,noninv

�
=

σ 2
DIF ,c

I

s2ω,c

m2
ω,c

−
1

I


mφ,c −

1

m 1
φ
,c


.

(8)σ2DIF,c ≤
m2

ω,c

s2ω,c


mφ,c −

1

m 1
φ
,c



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items from linking might sometimes be also preferred for bias reasons if items with 
large DIF effects can be considered as construct-irrelevant (Camilli, 1993). Such 
approaches are similar to concurrent scaling approaches relying on partial invariance 
(Oliveri & von Davier, 2011). The different consequences of removing specific items 
(e.g., items with large DIF effects) from the linking will be further addressed in the 
Discussion section.

Variance of estimated country standard deviations

We now derive the variance of the estimated country standard deviations. We still rely 
on the 1PL model. In the linking approach of the 1PL model, the country-wise estimated 
standard deviations must not be linked and can be directly compared across countries 
because the 1PL model defines a common metric. Hence, the two estimation approaches 
of concurrent scaling with MML and separate scaling with MML (no subsequent linking 
is required for estimating standard deviations) can be approximated by DWLS. In this 
approach, estimated tetrachoric correlations are used as the input. If the 1PL model with 
a standard deviation σ holds, the population tetrachoric correlation of all item pairs (i, j) 
is given by ρij = τ = σ2/(1+ σ2) . Because τ is a monotone transformation of the stand-
ard deviation σ , we present the analytical findings for the country-specific parameter τc 
of country c because this strongly simplifies resulting formulas.

Let the estimated tetrachoric correlation ρ̂ijc for item pair 
(
i, j
)
 in country c be a func-

tion of observed frequencies p̂ijc and assumed item difficulties βi and βj in a scaling 
model. More formally, we can write

where εijc is the sampling error of the estimated tetrachoric correlation. The population 
tetrachoric correlation ρijc is a function of assumed item difficulties and the transformed 
standard deviation τc (i.e., ρijc = f

(
βi, βj , τc

)
) . A DWLS estimate of the transformed 

standard deviation is given by

where ωijc are precision weights of estimated tetrachoric correlations.3 Under a concur-
rent scaling model that relies on invariant item parameters, the item difficulties are fixed 
to the international parameters bi = bic − νic . Using Eq. (9) and a Taylor expansion, we 
obtain

where f1ijc and f2ijc are appropriate first-order derivatives.4 Note that ρijc = f
(
bic, bjc, τc

)
 . 

Also, note that unmodelled DIF effects νic enter estimated tetrachoric correlations in 
Eq. (11). The estimated transformed standard deviation τ̂c,inv can be written as

(9)ρ̂ijc = ρijc + εijc = f
(
βi, βj , τc

)
+ εijc,

(10)τ̂c =

∑
i �=j ωijcρ̂ijc∑
i �=j ωijc

,

(11)ρ̂ijc,inv = f
(
bic − νic, bjc − νjc, τc

)
+ εijc ≃ τc − f1ijcνic − f2ijcνjc + εijc,

3 Note that ωijc = ωjic.
4 Note that it holds f1ijc = f2jic.
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where ωic =
∑

j �=if1ijωijc and ωc =
∑I−1

i=1

∑I
j=i+1 ωijc . As for the country means, the 

transformed standard deviation τ̂c,inv is unbiased because DIF effects νic and sampling 
errors εijc have expected values of zero.

Under a separate scaling that relies on noninvariance, estimated country-specific item 
parameters bic + eic are used, where eic denotes the sampling error for the item difficulty of 
item i. We can derive the estimated tetrachoric correlation under noninvariance as

Note that we again use a Taylor expansion for the analytical treatment. The transformed 
standard deviation τ̂c,noninv can be expressed as

The only difference of the competitive estimates in Eqs. (12) and (14) lies in the second 
term. For comparing the variance of the two estimates, the different signs can be ignored. 
It is important that DIF effects influence the variance of the estimate under invariance (i.e., 
concurrent scaling) in Eq. (12) while sampling errors in item difficulties influence the esti-
mate based on noninvariant item parameters in Eq. (14). Because the third term in Eq. (12) 
coincides with the third term in (14), the efficiency of the two estimates τ̂c,inv and τ̂c,noninv 
depends on which of the variances Var(νic) or Var(eic) is larger. Hence, in the presence 
of DIF effects in item difficulties, the standard deviation estimate based on separate scal-
ing (i.e., a transformation of τ̂c,noninv ) can have lower variance than the estimate based on 
concurrent scaling (i.e., a transformation of τ̂c,inv ) that relies on invariant item parameters. 
Interestingly, DIF effects in item difficulties impact the variability of estimated standard 
deviations, which might be a surprising finding. Consequently, separate scaling can provide 
more efficient estimates for country standard deviations than concurrent scaling. This find-
ing contradicts previous claims in the literature that concurrent scaling will result in more 
stable estimates (see von Davier et al., 2019).

Linking error of original and marginal trend estimates in the 1PL model Due to DIF, IPD, 

and DIF × IPD.

This section reviews the linking error in original and marginal trend estimates for the coun-
try means in the 1PL model. The detailed derivations can be found in Robitzsch and Lüdtke 
(2019).

The item response function in the 1PL model for item i in study t = 1,2 for country c is 
given by

(12)τ̂c,inv = τc −

∑I
i=1 ωicνic

2ωc
+

∑I−1
i=1

∑I
j=i+1 ωijcεijc

ωc
,

(13)ρ̂ijc,noninv = f
(
bic − νic, bjc − νjc, τc

)
+ εijc ≃ τc + f1ijceic + f2ijcejc + εijc

(14)τ̂c,noninv = τc +

∑I
i=1 ωiceic

2ωc
+

∑I−1
i=1

∑I
j=i+1 ωijcεijc

ωc

(15)logit P(Xitc = 1|θ) = θ− bitc ,
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where item difficulties bitc are centered for each country c in study t. In this case, the 
country mean µtc and the country standard deviation σtc can be estimated. We now 
assume a variance component model for DIF effects of item difficulties (see Robitzsch & 
Lüdtke, 2019)

where the item effects νic , νit , and νitc have zero means and variances σ2DIF = Var(νic) , 
σ2IPD = Var(νit) , and σ2DIF×IPD = Var(νitc).

The linking error for the original trend �̂µorig in country means is given by

In contrast, the linking error for the marginal trend �̂µmarg is given by

Robitzsch and Lüdtke (2019) have shown that the marginal trend estimate often has a 
lower variance than the original trend estimate. This finding was obtained by Eqs. (17) 
and (18) for designs with unique items (i.e., I1 > 0 or I2 > 0) because the cross-sectional 
DIF variance σ2DIF frequently turns out to be much larger in empirical applications than 
the variances σ2IPD and σ2DIF×IPD . In an empirical application using the PISA reading trend 
between 2006 and 2009, Robitzsch and Lüdtke (2019) found that the empirical variance 
in marginal trend estimates in country means was smaller than those for original trend 
estimates. This finding is in coherence with the derived formulas for the linking error.

The analytical results for the 1PL model in Robitzsch and Lüdtke (2019) have been 
generalized to the 2PL model resulting in slightly more complex formulas (Robitzsch, 
2023). In the present article, it is investigated how large efficiency gains in alternative 
linking approaches to the original trend estimate can be observed for the 1PL and the 
2PL models. Moreover, it seems that the discussion about the superiority of original 
or marginal trends is confounded with the type of linking (indirect vs. direct), the set 
of items chosen for linking (all items vs. link items), and whether item parameters are 
assumed to be invariant or noninvariant across countries. These three aspects are disen-
tangled in the following simulation study by including an extended set of trend estima-
tion methods.

Simulation study

In our simulation study, we investigated the performance of different trend estimates 
for countries for the 1PL and the 2PL model. Analytical results were only obtained for 
the 1PL model, and whether these findings generalize to the more complex 2PL model 
that typically requires larger sample sizes to estimate item discriminations could be 
questioned.

(16)bitc = bi + νic + νit + νitc,

(17)Var
(
�̂µorig

)
=

2

I0
σ2IPD +

I1 + I2

(I0 + I1)(I0 + I2)
σ2DIF +

2I0 + I1 + I2

(I0 + I1)(I0 + I2)
σ2DIF×IPD

(18)Var
(
�̂µmarg

)
=

2

I0
σ2IPD +

2

I0
σ2DIF×IPD
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Method
The simulation study was designed to mimic test designs used in previous PISA (OECD, 
2012, 2014) or PIRLS and TIMSS (Martin et  al., 2017) assessments. The simulation 
design is a subdesign of the design used in the linking study of Robitzsch and Lüdtke 
(2019). Two international data sets referring to two measurement waves, each with 
the same 20 countries, were simulated. The primary parameters of interest were trend 
estimates for the mean and the standard deviation for each country (i.e., the difference 
between the country mean of the second and the first assessment). Moreover, cross-
sectional estimates for country means and standard deviations were also reported.

To obtain realistic values for the data-generating model, we took the means and 
standard deviations for the reading achievement test of 20 selected OECD countries 
participating in PISA 2009 and 2012. We transformed them such that for the total 
population comprising all countries in this simulation study, the mean was set to 0, 
and the standard deviation was set to 1. The country means for the two assessments 
were similarly chosen (time 1: M = 0.00, SD = 0.20, Min =  − 0.47, Max = 0.40; time 2: 
M = 0.05; SD = 0.20; Min =  − 0.55; Max = 0.28). Moreover, the distribution of country 
standard deviations did not significantly differ between the two assessments (time 1: 
M = 0.92; SD = 0.07; Min = 0.82; Max = 1.06; time 2: M = 0.93; SD = 0.08; Min = 0.78; 
Max = 1.09). However, there were some country-specific variations in trend estimates 
for country means (M = 0.05; SD = 0.11; Min =  − 0.17; Max = 0.27) and country 
standard deviations (M = 0.01; SD = 0.05; Min =  − 0.09; Max = 0.09).

We implemented three different linking designs Des1, Des2, and Des3, in the sim-
ulation study, denoted as LA30, LB30a, and LC30 in Robitzsch and Lüdtke (2019), 
respectively. The three designs differ regarding the number of link items I0 and the 
number of unique items I1 and I2 at time points 1 and 2. The design Des1 is a minor-
minor design in PISA terminology that only contains link items (I0 = 30, I1 = 0, I2 = 0). 
The design Des2 is a major-minor design that only has unique items at time 1 
(I0 = 30,  I1 = 30,  I2 = 0). The design Des3 contains unique items at both time points 
(I0 = 30,  I1 = 30,  I2 = 30) and corresponds to a design that is implemented in PIRLS 
or TIMSS. The three test designs are displayed in Fig. 2. The number of administered 
items per student was fixed at 30 in all designs and at both time points. Because 60 
items were administered in Des2 at time point 1 and Des3 at both time points, a 

Fig. 2 Test designs Des1 (left panel), Des2 (middle panel), and Des3 (right panel) for time point 1 (T1) and 
time point 2 (T2) utilized in the simulation study
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balanced incomplete block design was used (Frey et al., 2009; see Robitzsch & Lüdtke, 
2019, for the implementation) such that 30 out of 60 items appeared in each booklet.

The 1PL or the 2PL model was used for generating item responses. Item difficulties 
and item discriminations in the 2PL model were held constant across replications. 
However, DIF, IPD, and DIF × IDP were simulated, and the effects varied across repli-
cations within each condition. Furthermore, we assumed normal distributions for item 
effects that were homogeneous across countries (i.e., σ2DIF , σ

2
IPD , and σ2DIF×IPD did not 

differ across countries). The 2PL model was simulated with no DIF (NODIF), uniform 
DIF (UDIF), and nonuniform DIF (NUDIF). In the NODIF condition, no DIF, IPD, and 
DIF × IDP effects were simulated for item difficulties. For uniform DIF in the 1PL and 
the 2PL model, we used the variances σ2DIF = 0.20, σ2IPD = 0.03, and σ2DIF×IPD = 0.03. 
Note that the variances were not made country-specific. Nonuniform DIF was sim-
ulated by assuming DIF effects for logarithmized item discriminations by choosing 
variances σ2DIF =  0.05, σ2IPD =  0.00, and σ2DIF×IPD =  0.00 (i.e., there was no IPD and 
no DIF × IPD variance). The sizes of the DIF variances were chosen in alignment with 
previous studies (Monseur et al., 2008; Robitzsch & Lüdtke, 2019; Sachse et al., 2016), 
which reflect the extent of DIF that have been found in LSA studies. Note that additive 
DIF effects for logarithmized item discriminations correspond to multiplicative DIF 
effects for item discriminations.

The sample sizes N of each country and each time point were set to 500, 1000, or 2000. 
In contrast to typical large-scale assessments, we did not specify a clustered sampling 
design (i.e., students nested within schools). The main characteristic of clustered sam-
pling designs is that they reduce the effective sample size. As we had already manipu-
lated the sample size in our simulation study, it can be expected that the main findings 
would not change if clustered sampling designs were included.

We now describe the general principle of the linking approach. In the first step, item 
response data at the international level, containing all 20 countries, were calibrated 
separately for both time points. This model specified a single group 1PL or 2PL with 
invariant item parameters across countries. Country means and country standard devia-
tions assuming invariant item parameters were obtained by country-wise scaling models 
with item parameters fixed to those obtained at the international level (i.e., fixed item 
parameter calibration; see, e.g., König et  al., 2021). Moreover, we performed separate 

Table 1 Overview of different analysis models in the simulation study

Inv assumption of invariant item parameters across countries; indirect indirect linking; direct direct linking

Model Link Inv Items

I1 (original) Indirect Yes All

I2 Indirect No All

I3 Indirect Yes Link

I4 Indirect No Link

D2 (marginal) Direct No All

D4 Direct No Link
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scaling models for each country at both time points that allowed for noninvariant item 
parameters. The country-specific distributions obtained from separate scaling were sub-
sequently linked to the international level with Haberman linking (Haberman, 2009; 
Robitzsch, 2020), which simplifies to a log-mean-mean linking (Kolen & Brennan, 2014; 
Robitzsch, 2021b) for linking each of the countries at the international metric. Moreover, 
the link of both time points at the international level was also carried out using Haber-
man linking.5

To investigate the influence of item choice, we conducted linking based on all items 
or based only on the link items. For design Des1, the set of all items and link items coin-
cided. However, different outcomes can be expected for designs Des2 and Des3 because 
there also exist unique items.

For analyzing the simulated item response datasets, we specified six different analysis 
models (see Table 1 and Fig. 3). These models differ concerning the method in which 
the longitudinal link was established. The first four methods I1, I2, I3, and I4, performed 
indirect linking methods to link the country performance to the international metric 
(i.e., using the pooled international dataset at the two time points for linking). In con-
trast, the last two methods D2 and D4 performed direct linking (i.e., using the coun-
try-specific datasets for longitudinal linking). Models I1 and I2 used all items, but I1 
assumed invariant item parameters, and I2 relied on noninvariant item parameters. The 
analysis was repeated based on only using link items in models I3 and I4. The analysis 
method D2 performed direct linking and used all items, while D4 was restricted to using 

Fig. 3 Schematic representation of the six linking methods in the simulation study. Double arrows indicate 
linking approaches, while single arrows correspond to a fixed item parameter scaling in which item parameters 
were fixed at the international metric. The gray rectangle without a label corresponds to link items, while the 
white rectangle without a label corresponds to unique items 

5 In Haberman linking, we excluded items at the level of countries and time points that had estimated item discrimi-
nations lower than 0.20. In earlier simulation studies, we found that items with small estimated item discriminations 
increased the variability in estimated linking constants in Haberman linking. This issue particularly occurs because 
Haberman linking utilizes logarithmized item discriminations. Obviously, negative item discriminations cannot be used 
at all.
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only link items.6 Note that we used the 1PL model as the analysis model when the data 
were generated by a 1PL and the 2PL model when the data were simulated with a 2PL.

The trend estimates in means and standard deviations of each country were obtained 
by calculating the difference between the country means and country standard devia-
tions at time point 2 and time point 1. Moreover, the obtained abilities were linearly 
transformed to result in a mean of 0 and a standard deviation of 1 in the total population 
of all students at time 1.

More details about the linking designs, data-generating parameters for country means, 
country standard deviations, and used item parameters can be found in Additional file 
S1 at https:// osf. io/ n5zm6/? view_ only= 086ea 651bb ea49b b8b2a ae44e 3971d b8. For 
all analyses, the R software (R Core Team, 2022) was employed. The R package TAM 
(Robitzsch et al., 2022) was used for estimating the IRT models, and the R package sirt 
(Robitzsch, 2022b) was used for Haberman linking. For all conditions in the simulation 
design, we conducted 1000 replications. In this simulation study, we consider the coun-
try mean and standard deviation as the parameter of interest. The bias was estimated by 
calculating the difference between the mean trend estimates from each design cell and 
the true parameter (i.e., the true trend estimate for a country). The overall accuracy of 
the parameter estimates was assessed with the root mean square error (RMSE), com-
puted by calculating the square root of the mean square difference between the estimate 
and the true parameter. Note that the RMSE equals the standard deviation of an estima-
tor for an unbiased parameter estimate (i.e., the efficiency of an estimator). We report a 
relative RMSE that is defined as the ratio of the RMSE of a method and the RMSE of the 
method I1 (i.e., the original trend), which serves as the reference method because it was 
used in operational practice in PISA studies 2000 to 2012. The results for the different 
criteria were aggregated across the 20 countries to reduce the information presented in 
the Results section. Replication material can be found in Additional file S1 at https:// osf. 
io/ n5zm6/? view_ only= 086ea 651bb ea49b b8b2a ae44e 3971d b8.

Results
We now present the findings of our simulation study for trend estimates in coun-
try means and country standard deviations for the three different assessment designs. 
Across all estimation methods and simulation conditions, no biases existed on average. 
Hence, the RMSE only quantifies the variability (i.e., efficiency) of trend estimates.

In Table 2, the relative average root mean square error in the 1PL model for cross-sec-
tional mean and standard deviation, as well as the trend in country means and standard 
deviations for each simulation condition, are displayed.

We first briefly discuss the cross-sectional estimates for the first time point. The 
method I1 relying on invariant item parameters was slightly more effective in terms 
of RMSE if there was no DIF (condition “NODIF”). However, cross-sectional country 
means, and standard deviations were more precisely estimated with method I2, which 
assumes noninvariant item parameters in the presence of DIF (condition “UDIF”). In 

6 One may wonder that no direct linking methods D1 and D3 were specified. These methods would assume invariant 
item parameters across countries. This would necessarily mean that a link utilizing the international metric were con-
ducted. Hence, only the two methods D2 and D4 are considered reasonable direct linking approaches.

https://osf.io/n5zm6/?view_only=086ea651bbea49bb8b2aae44e3971db8
https://osf.io/n5zm6/?view_only=086ea651bbea49bb8b2aae44e3971db8
https://osf.io/n5zm6/?view_only=086ea651bbea49bb8b2aae44e3971db8
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Table 2 Relative average root mean square error (RMSE) for cross-sectional estimates and 
trend estimates in country means and country standard deviations based on the 1PL model for 
assessment design Des1  (I0 = 30,  I1 = 0,  I2 = 0), Design Des2  (I0 = 30,  I1 = 30,  I2 = 0), and Design Des3 
 (I0 = 30,  I1 = 30,  I2 = 30)

Inv assumption of invariant item parameters across countries; indirect indirect linking; direct direct linking; NODIF no 
differential item functioning; UDIF uniform differential item functioning; NUDIF nonuniform differential item functioning. 
Method I1 (original trend) was used as the reference for computing the relative RMSE. RMSE entries smaller than 100 are 
printed in bold

Design Model Link Inv Items 1PL NODIF 1PL UDIF

N N

500 1000 2500 500 1000 2500

Cross-sectional mean

Des1 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 100.2 100.3 100.1 98.2 98.4 97.3
Cross-sectional standard deviation

Des1 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 102.6 102.7 102.1 80.8 69.9 52.4
Trend in mean

Des1 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 100.1 100.2 100.1 99.2 98.7 98.2
D2 Direct No All 100.1 100.2 100.1 99.2 98.7 98.2

Des2 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 100.3 100.3 100.3 99.2 98.9 98.6
I3 Indirect Yes Link 103.8 104.1 104.0 89.8 84.9 81.4
I4 Indirect No Link 104.5 104.8 104.6 89.6 84.2 80.1
D2 Direct No All 104.3 104.6 104.5 89.6 84.4 80.2
D4 Direct No Link 104.5 104.8 104.6 89.6 84.2 80.1

Des3 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 100.5 100.3 100.3 99.0 98.5 98.2
I3 Indirect Yes Link 107.4 107.0 107.7 93.3 90.6 84.5
I4 Indirect No Link 108.7 107.8 108.6 93.2 90.0 83.3
D2 Direct No All 108.3 107.5 108.4 93.1 90.0 83.4
D4 Direct No Link 108.7 107.8 108.6 93.2 90.0 83.3
Trend in standard deviation

Des1 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 102.1 102.5 102.3 97.8 93.3 83.9
D2 Direct No All 102.1 102.5 102.3 97.8 93.3 83.9

Des2 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 102.4 101.9 102.2 92.5 84.8 72.2
I3 Indirect Yes Link 111.5 110.9 111.1 107.1 100.9 96.8
I4 Indirect No Link 114.9 114.3 114.6 103.8 93.6 80.8
D2 Direct No All 102.4 101.9 102.2 92.5 84.8 72.2
D4 Direct No Link 114.9 114.3 114.6 103.8 93.6 80.8

Des3 I1 Indirect Yes All 100.0 100.0 100.0 100.0 100.0 100.0

I2 Indirect No All 102.5 102.3 102.3 93.7 87.8 73.7
I3 Indirect Yes Link 119.3 119.8 121.1 117.1 113.1 103.1

I4 Indirect No Link 124.5 124.3 126.1 115.4 107.6 90.5
D2 Direct No All 102.5 102.3 102.3 93.7 87.8 73.7
D4 Direct No Link 124.5 124.3 126.1 115.4 107.6 90.5
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particular, there were efficiency gains of about 50% for cross-sectional standard devia-
tions for the sample size N = 2500.

Next, we discuss the findings for trend estimates for the country means in design 
Des1 that only contained link items (i.e., the sets “all items” and “link items” coincided). 
Because there are no unique items, only three of the six alternative approaches are dis-
played. It can be seen that there were minor efficiency losses in the absence of DIF but 
slightly more gains in the presence of DIF when using methods I2 and D2 that relied 
on noninvariant item parameters. Notably, methods I2 and D2 did not differ from each 
other.

The designs Des2 and Des3 also included unique items. It turned out that efficiency 
gains for the trend in the country mean for some methods compared to the reference 
method I1 can be at most 10% in the absence of DIF. However, efficiency gains in the 
presence of DIF turned out to be even more significant and were at most 20% (Des2, 
for method D4 and N = 2500). Notably, methods that used only link items (I3, I4) or 
performed direct linking (D2, D4) were more efficient in the occurrence of DIF. Inter-
estingly, method I4, which used only link items and noninvariant item parameters, per-
formed similarly regarding the precision of trend in means to method I3, which assumes 
invariant item parameters.

Now, we turn to the assessment of trend estimates in country standard deviations 
for the 1PL model. In general, efficiency gains from alternative linking approaches to 
method I1 were more pronounced for trend estimates in standard deviations than in 
country means. As for the cross-sectional standard deviation, substantial efficiency 
gains from alternative linking approaches were observed (at most, 16.1% for Des1, 27.8% 
for Des 2, and 26.3% for Des3). As a general conclusion, it can be seen that the mar-
ginal trend estimate D2 can be recommended for obtaining precise trend estimates in 
the presence of DIF.

To summarize the performance of the six different analysis methods across conditions, 
we ranked the methods according to their RMSE performance. We assigned an aver-
age rank in the presence of ties. Two relative RMSE values in Table 2 were defined as 
equal if the values were equal after rounding to the first decimal place. In our summary, 
we included country mean and standard deviation trend estimates for designs Des2 and 
Des3. The results for country means and standard deviation were equally weighted in 
the rank statistic.

In the NODIF condition, the average ranks were: I1: 1.00, I2: 2.25, I3: 3.50, I4: 5.50, 
D2: 3.25, and D4: 5.50. Thus, in the absence of DIF linking at the international metric 
was most efficient if it was based on all items (I1 and I2). Note that the assumptions of 
method I1 were in complete alignment with the data-generating model in the case of no 
DIF. However, in the presence of DIF, the average ranks were I1: 5.38, I2: 3.25, I3: 4.88, 
I4: 2.69, D2: 2.13, and D4: 2.69. In this case, method D2 was the frontrunner, followed 
by methods I4 and D4. Note that method I4 relies on noninvariant item parameters and 
uses only link items.

In Table  3, the RMSE for the 2PL model under no DIF (“NODIF”), uniform DIF 
(“UDIF”), and nonuniform DIF (“NUDIF”) is presented. Notably, there were larger 
efficiency losses for cross-sectional means in the 2PL model for models that relies on 
noninvariant parameters if DIF was absent. Efficiency gains for large samples (N = 1000 



Page 18 of 37Robitzsch and Lüdtke  Large-scale Assessments in Education           (2023) 11:26 

Ta
bl

e 
3 

Re
la

tiv
e 

av
er

ag
e 

ro
ot

 m
ea

n 
sq

ua
re

 e
rr

or
 (R

M
SE

) f
or

 c
ro

ss
-s

ec
tio

na
l e

st
im

at
es

 a
nd

 t
re

nd
 e

st
im

at
es

 in
 c

ou
nt

ry
 m

ea
ns

 a
nd

 c
ou

nt
ry

 s
ta

nd
ar

d 
de

vi
at

io
ns

 b
as

ed
 o

n 
th

e 
2P

L 
M

od
el

 fo
r a

ss
es

sm
en

t d
es

ig
n 

D
es

1 
 (I 0 =

 3
0,

  I 1 =
 0

,  I
2 =

 0
), 

D
es

ig
n 

D
es

2 
 (I 0 =

 3
0,

  I 1 =
 3

0,
  I 2 =

 0
), 

an
d 

D
es

ig
n 

D
es

3 
 (I 0 =

 3
0,

  I 1 =
 3

0,
  I 2 =

 3
0)

D
es

ig
n

M
od

el
Li

nk
In

v
It

em
s

2P
L 

N
O

D
IF

2P
L 

U
D

IF
2P

L 
N

U
D

IF

N
N

N

50
0

10
00

25
00

50
0

10
00

25
00

50
0

10
00

25
00

Cr
os

s-
se

ct
io

na
l m

ea
n

D
es

1
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
12

2.
8

11
9.

4
11

7.
9

11
5.

7
95

.6
91

.9
11

4.
3

95
.6

89
.7

Cr
os

s-
se

ct
io

na
l s

ta
nd

ar
d 

de
vi

at
io

n

D
es

1
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
10

8.
8

10
7.

0
10

6.
1

12
0.

5
62

.6
45

.0
11

0.
0

89
.7

85
.5

Tr
en

d 
in

 m
ea

n

D
es

1
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
12

1.
6

11
8.

0
11

6.
6

12
8.

6
10

6.
3

10
0.

5
13

2.
3

10
9.

8
99

.5
D

2
D

ire
ct

N
o

A
ll

12
1.

3
11

8.
0

11
6.

6
11

5.
4

10
6.

3
10

0.
5

11
5.

9
10

6.
2

99
.5

D
es

2
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
18

2.
4

12
3.

1
11

8.
8

19
7.

5
11

2.
2

98
.5

21
3.

5
11

5.
9

96
.9

I3
In

di
re

ct
Ye

s
Li

nk
10

4.
2

10
3.

5
10

3.
7

88
.9

84
.7

81
.1

88
.5

84
.8

79
.4

I4
In

di
re

ct
N

o
Li

nk
23

4.
8

13
7.

6
13

2.
4

22
2.

2
10

9.
5

85
.1

24
4.

1
12

7.
0

83
.4

D
2

D
ire

ct
N

o
A

ll
13

9.
3

13
2.

1
12

8.
7

11
5.

1
95

.7
84

.0
11

2.
5

95
.4

80
.8

D
4

D
ire

ct
N

o
Li

nk
14

5.
9

13
6.

8
13

2.
4

11
8.

6
98

.2
85

.1
11

5.
7

98
.0

81
.7

D
es

3
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
19

1.
7

12
5.

1
11

9.
7

21
5.

9
11

4.
6

98
.3

21
5.

0
12

5.
0

96
.0

I3
In

di
re

ct
Ye

s
Li

nk
10

7.
2

10
7.

1
10

7.
6

93
.1

88
.1

83
.5

91
.7

87
.7

82
.7

I4
In

di
re

ct
N

o
Li

nk
23

0.
2

15
2.

0
14

5.
7

23
4.

5
11

4.
5

90
.8

25
9.

9
13

2.
2

87
.9

D
2

D
ire

ct
N

o
A

ll
15

4.
1

14
3.

0
13

9.
1

12
9.

0
10

5.
2

88
.8

12
6.

5
10

5.
5

85
.8

D
4

D
ire

ct
N

o
Li

nk
16

5.
4

15
1.

1
14

5.
7

13
6.

8
11

0.
1

90
.8

13
2.

8
11

0.
1

87
.8



Page 19 of 37Robitzsch and Lüdtke  Large-scale Assessments in Education           (2023) 11:26  

In
v 

as
su

m
pt

io
n 

of
 in

va
ria

nt
 it

em
 p

ar
am

et
er

s 
ac

ro
ss

 c
ou

nt
rie

s;
 in

di
re

ct
 in

di
re

ct
 li

nk
in

g;
 d

ire
ct

 d
ire

ct
 li

nk
in

g;
 N

O
D

IF
 n

o 
di

ffe
re

nt
ia

l i
te

m
 fu

nc
tio

ni
ng

; U
D

IF
 u

ni
fo

rm
 d

iff
er

en
tia

l i
te

m
 fu

nc
tio

ni
ng

; N
U

D
IF

 n
on

un
ifo

rm
 d

iff
er

en
tia

l 
ite

m
 fu

nc
tio

ni
ng

. M
et

ho
d 

I1
 (o

rig
in

al
 tr

en
d)

 w
as

 u
se

d 
as

 th
e 

re
fe

re
nc

e 
fo

r c
om

pu
tin

g 
th

e 
re

la
tiv

e 
RM

SE
. R

M
SE

 e
nt

rie
s 

sm
al

le
r t

ha
n 

10
0 

ar
e 

pr
in

te
d 

in
 b

ol
d

Ta
bl

e 
3 

(c
on

tin
ue

d)

D
es

ig
n

M
od

el
Li

nk
In

v
It

em
s

2P
L 

N
O

D
IF

2P
L 

U
D

IF
2P

L 
N

U
D

IF

N
N

N

50
0

10
00

25
00

50
0

10
00

25
00

50
0

10
00

25
00

Tr
en

d 
in

 st
an

da
rd

 d
ev

ia
tio

n

D
es

1
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
10

7.
7

10
6.

4
10

5.
9

10
0.

2
92

.4
80

.1
99

.8
92

.6
76

.7
D

2
D

ire
ct

N
o

A
ll

10
7.

6
10

6.
4

10
5.

9
10

0.
2

92
.4

80
.1

99
.4

92
.4

76
.7

D
es

2
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
10

9.
1

10
6.

8
10

6.
0

93
.8

83
.6

65
.3

98
.5

92
.4

83
.2

I3
In

di
re

ct
Ye

s
Li

nk
10

9.
9

10
9.

7
11

0.
0

10
3.

8
98

.7
91

.8
10

0.
3

94
.1

85
.7

I4
In

di
re

ct
N

o
Li

nk
12

4.
1

12
0.

6
11

9.
1

10
7.

0
94

.4
72

.8
10

2.
3

88
.7

67
.0

D
2

D
ire

ct
N

o
A

ll
12

0.
5

11
8.

6
11

7.
3

10
4.

7
92

.6
71

.9
10

0.
1

86
.7

65
.9

D
4

D
ire

ct
N

o
Li

nk
12

2.
4

12
0.

3
11

9.
1

10
6.

2
94

.0
72

.8
10

0.
9

87
.9

66
.9

D
es

3
I1

In
di

re
ct

Ye
s

A
ll

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0
10

0.
0

10
0.

0

I2
In

di
re

ct
N

o
A

ll
10

9.
5

10
7.

6
10

6.
2

94
.8

85
.0

68
.4

10
0.

0
95

.1
86

.9
I3

In
di

re
ct

Ye
s

Li
nk

11
8.

7
11

9.
9

11
9.

3
11

1.
9

10
6.

0
98

.6
10

8.
6

10
2.

2
92

.4
I4

In
di

re
ct

N
o

Li
nk

13
6.

1
13

3.
5

13
1.

4
11

9.
7

10
5.

2
83

.8
11

4.
8

10
1.

0
76

.7
D

2
D

ire
ct

N
o

A
ll

13
1.

3
12

9.
8

12
7.

7
11

6.
5

10
2.

1
81

.7
11

1.
3

97
.5

74
.4

D
4

D
ire

ct
N

o
Li

nk
13

4.
5

13
3.

2
13

1.
4

11
9.

6
10

4.
9

83
.8

11
4.

1
10

0.
1

76
.6



Page 20 of 37Robitzsch and Lüdtke  Large-scale Assessments in Education           (2023) 11:26 

and N = 2500) in UDIF (at most 8.1%) and NUDIF (at most 10.3%) were smaller. In con-
trast, they were much more pronounced for standard deviations (UDIF: 55.0%, NUDIF: 
14.0%). The efficiency gains for the cross-sectional standard deviation were generally 
smaller in the nonuniform DIF than in the uniform DIF condition.

Regarding the trend in means, efficiency losses in the absence of DIF were smallest 
when the international metric was used for linking, and only link items were utilized 
(method  I3). However, efficiency gains for method I3 were apparent for designs Des2 
and Des3 in the presence of DIF (Des2 UDIF: − 18.9%, Des2 NUDIF − 20.6%, Des3 
UDIF − 16.5%, Des3 NUDIF − 17.3%, for a sample of N = 2500). Notably, methods I3, I4, 
D2, and D4 that relied on only using link items or utilized direct linking can also sub-
stantially reduce the variability in mean trend estimates for large sample sizes N = 2500. 
However, they can be ineffective for smaller sample sizes. Notably, the performance of 
the 1PL and the 2PL model differs for lower sample sizes N = 500 and N = 1000. Method 
D2 was slightly more efficient than method I2 for design Des1 for uniform or nonuni-
form DIF. The direct linking methods D2 and D4 were generally beneficial in reduc-
ing the variability for trend standard deviations. As an alternative, the indirect linking 
method I4 metric might be used that only relied on link items and assumed noninvariant 
item parameters.

As a general picture, we can state that the potential efficiency gains of alternative 
linking methods strongly depended on the sample size. As for the 1PL model, we also 
ranked the performance of the competitive methods for trend means and standard devi-
ations for designs Des2 and Des3 in the conditions NODIF, UDIF, and NUDIF. In the 
absence of DIF (NODIF), we obtained the average ranks: I1: 1.00, I2: 2.83, I3: 2.50, I4: 
5.83, D2: 3.83, and D4: 5.00. Again, it can be seen that in the condition with no DIF in 
the data-generating model the method I1 performed best, followed by methods I3 and 
I2. In the uniform DIF (UDIF) condition, the average ranks were I1: 3.83, I2: 3.17, I3: 
2.75, I4: 4.75, D2: 2.67, and D4: 3.83. Overall, the marginal trend estimate D2 performed 
best, closely followed by I3 (only using link items in indirect linking but assuming invari-
ant item parameters). In the nonuniform DIF (NUDIF) condition, we obtained the aver-
age ranks: I1: 3.88, I2: 3.79, I3: 2.83, I4: 4.83, D2: 2.25, and D4: 3.42. As for uniform DIF, 
D2 performed best, followed by I3.

To sum up, depending on the test design, the amount of DIF, and sample sizes, we 
found that there can be substantial efficiency gains in terms of RMSE when restricting 
the set of items used for linking to link items (I3, I4) or relying on direct linking (D2, D4) 
compared to the original trend (I1). The findings slightly differed between the 1PL and 
the 2PL models. Generally, smaller sample sizes were required in the 1PL model to real-
ize efficiency gains with alternative trend estimation methods.

Empirical example: trend estimates for trend from PISA 2006 to PISA 2009

In this empirical example, we investigated the PISA trend in reading, mathematics, and 
science from PISA 2006 to PISA 2009. The different trend estimates for trend estimates 
in country means and standard deviations utilized in the simulation study are compared. 
Moreover, the assessment of standard errors and linking errors is discussed.
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Method
We chose 30 OECD countries that participated in PISA 2006 (OECD, 2009) and PISA 
2009 (OECD, 2009) in our trend analysis (see Oliveri & von Davier, 2017 for a similar 
reanalysis). In PISA 2006, science was the major domain, while reading and mathematics 
were minor domains. In PISA 2009, reading was the major domain, while mathemat-
ics and science were minor domains. Hence, a nonnegligible number of unique items 
appeared in reading and science, while the mathematics test mostly possessed link items 
in our trend analysis.

Although the same countries were involved in our linking study, different schools 
within a country participated in the two time points. Consequently, the two different 
student samples can be considered independent. However, due to the stratified clus-
tered sampling of students, students cannot be considered as independent realizations 
in the sample (see, e.g., Meinck, 2020). At each time point, test booklets contained two 
or three cognitive domains. This means that there was no item response data in some 
of the three domains for the majority of students. Missing item responses of non-
administered items in one of the domains can be compensated by relying on plausible 
value imputation from a three-dimensional IRT model (von Davier & Sinharay, 2014). 
However, in our analysis, we relied on the unidimensional 2PL models and restricted 
the analysis to the students who had been administered items in the respective domain. 
To ensure that representativity is not impacted, we readjusted student weights for miss-
ing students using a non-response adjustment factor within a school. Hence, the sum 
of student weights within each school in our sample equaled the sum from the original 
(i.e., full) sample. For reading, the median sample size at the country level was 2683.5 
in PISA 2006 (Min = 2010, Max = 16215). For PISA 2009, the median sample size was 
5700.5 (Min = 3628, Max = 38206). The median of the average sample size per item at 
the country level was 1494.5 in PISA 2006 (Min = 1142.3, Max = 8895.0) and 1735.8 in 
PISA 2009 (Min = 1114.4, Max = 11743.6). For mathematics, the median sample sizes 
at the country level were 3797 (Min = 2888, Max = 23788) for PISA 2006 and 3972.5 
(Min = 2510, Max = 26406) for PISA 2009. For science, the median sample size was 
4933.5 (Min = 3778, Max = 30872) in PISA 2006 and 3803 (Min = 2501, Max = 26374) 
in PISA 2009.

In the official PISA datasets, some item responses were polytomous. For simplicity, all 
polytomous were dichotomously rescored, where only the highest category was rescored 
as correct. In the reading domain, 28 items and 101 items were administered in PISA 
2006 and PISA 2009, respectively, from which 26 items were link items administered 
in both assessments. In the mathematics domain, 48 items and 35 items were adminis-
tered in PISA 2006 and PISA 2009, respectively, from which 32 items were link items. 
Finally, 103  items and 53 items were administered in the science domain, respectively, 
from which 49 items served as link items.

Omitted and not-reached item responses were scored as incorrect in all scaling mod-
els and in the calibration samples to obtain item parameters at the international metric 
(see Robitzsch, 2021a, for a discussion).

We followed the same analysis strategy as in the simulation study. We applied the 1PL 
model with the six different linking methods I1, I2, I3, I4, D2, and D4. The obtained 
country means and standard deviations were subsequently linearly transformed such 
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that the total population comprising all students at the first time point7 had a population 
mean of 500 and a standard deviation of 100. For assessing standard errors, plausible 
values were drawn, and repeated replicate weights were utilized to compute standard 
errors at the country level for both time points (Kolenikov, 2010; OECD, 2012). The 
standard error SE for a trend estimate in country means or country standard deviations 
was computed as

where SE1 and SE2 denote the standard errors in PISA 2006 and PISA 2009, respectively.
The linking to the international metric was conducted by using calibration sam-

ples for PISA 2006 and PISA 2009. For the three cognitive domains and the two time 
points (i.e., resulting in six calibration samples), 1000 students per country were ran-
domly sampled. Hence, all calibration samples contained 30000 students.

The assessment of linking errors was carried out using a jackknife of testlets (Mon-
seur & Berezner, 2007; Robitzsch & Lüdtke, 2019). Jackknife was applied at the testlet 
instead of the item level because previous studies showed that items within a testlet 
had similar DIF effects to some extent (Monseur et al., 2008). Note that jackknife was 
defined for testlets that referred to link items and unique items. For a trend estimate 
of interest γ , we computed trend estimates γ(−t) for all testlets t = 1, . . . ,T  in which 
testlet t was omitted from linking. The linking error LE was determined by

Note that this linking error quantifies DIF, IPD, and DIF × IPD effects.
However, we also computed the linking error LEIPD for the linking at the interna-

tional metric in order to align the implemented approaches with the official PISA 
methodology (OECD, 2012). This has the potential disadvantage that this linking 
error quantifies only IPD effects, and it has been shown that using LEIPD could lead 
to severe underestimations of linking errors (compare Eqs.  (17) and (18); Robitzsch 
& Lüdtke, 2019). Nevertheless, our primary goal for this empirical example was to 
assess differences between the linking methods and not the adequate assessment of 
linking errors. The total error for trend estimates was computed as

To assess the statistical significance between two different linking methods, one can 
also compute the standard error by balanced repeated sampling (Robitzsch & Lüdtke, 
2022a). Note that one cannot simply use the standard errors from the two methods 
because applying two different methods pertains to the same sample and results in 
highly dependent parameter estimates.

(19)SE =

√
SE21 + SE22,

(20)LE =

√√√√
T∑

t=1

(
γ(−t) − γ

)2
,

(21)TEIPD =

√
SE2 + LE2IPD .

7 In the computation of the total population, all countries equally contributed to the population mean and standard 
deviation. This corresponds to an analysis using house weights for all countries.
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The replication code for the empirical application can be found in Additional file 
S2 at https:// osf. io/ n5zm6. As the original data can only be downloaded by individual 
researchers from the OECD websites and we are not allowed to make our processed 
PISA data publicly available, we created synthetic datasets (see Grund et  al., 2022) 
that are very similar to the original datasets. The generation of the synthetic datasets 
is described in Appendix A. The average differences in median item discriminations 
and median item difficulties, as well as median absolute deviations in estimated item 
parameters between the original and synthetic datasets, were about 0.01 for item dif-
ficulties and 0.02 for item discriminations. Hence, perfect replicability of the original 
results cannot be expected, but findings for synthetic datasets would be sufficiently 
close.

Table 4 Trend estimates in country means and their linking errors for the PISA Trend from 2006 to 
2009 in reading

cnt country
* Statistically significant trend estimates (p < .05) with used standard error TEIPD Estimates in I2, I3, I4, D2 and D4 that 
significantly differ from I1 are printed in bold

cnt Estimate Linking Error LE

I1 I2 I3 I4 D2 D4 I1 I2 I3 I4 D2 D4

AUS 4.8 3.3 3.4 2.0 8.6 2.0 8.1 5.6 4.6 4.6 3.7 4.6

AUT  − 15.9*  − 15.5*  − 9.2  − 10.9  − 6.0  − 8.5 7.7 9.6 6.9 8.9 6.2 7.8

BEL 7.0 11.7 1.4 4.0 6.0 4.0 7.7 6.4 6.4 6.2 5.7 6.2

CAN 2.8 4.4  − 2.8  − 3.8  − 0.6  − 3.8 11.5 5.8 8.1 6.7 3.0 6.7

CHE 6.5 11.4 5.0 2.8 12.2 2.8 11.1 11.4 4.5 6.2 5.7 6.2

CHL 15.5* 6.9  − 7.7  − 13.7 5.9  − 6.3 18.9 20.2 10.9 22.7 11.9 19.1

CZE 3.3 4.2 3.7 6.8 10.0 6.8 12.5 13.2 5.5 5.3 4.0 5.3

DEU 4.6 15.9* 11.4 10.5 11.5 10.5 6.3 17.3 8.5 5.7 7.9 5.7

DNK 0.5  − 1.5 1.4  − 5.4 0.1  − 5.7 7.8 14.5 10.4 9.3 6.7 10.0

ESP 24.7* 23.7* 6.5 2.4 9.4 1.7 10.8 9.0 9.0 10.5 11.0 10.2

EST 10.2 11.6 4.1 1.2 7.0 1.2 17.7 14.5 12.2 11.2 9.5 11.2

FIN  − 9.3*  − 3.3  − 6.2  − 4.6  − 6.3  − 10.6 10.4 16.8 14.8 26.8 5.2 10.5

FRA 7.7 9.5  − 0.5  − 3.9 3.4  − 3.9 9.5 8.1 14.1 4.5 5.9 4.5

GBR 5.1 6.9 2.2 6.0 12.8 6.0 10.9 7.7 5.7 4.1 8.0 4.1

GRC 33.8* 22.0 11.1 12.3 19.0 12.3 7.2 8.6 10.8 9.5 8.8 9.5

HUN 17.7* 16.1 9.6  − 0.5 9.9 4.9 9.5 10.4 3.5 12.8 8.2 8.0

IRL  − 12.6  − 16.0  − 18.2  − 21.7  − 15.2  − 21.7 14.2 14.0 8.3 11.9 6.0 11.9

ISL 16.0* 17.5* 4.1 2.3 12.4 2.3 9.7 11.5 4.2 7.3 7.3 7.3

ISR 38.0* 33.8* 20.2* 16.4 29.5* 16.4* 8.6 8.4 10.8 7.1 7.5 7.1

ITA 24.1* 21.4* 12.9* 12.6* 21.0* 12.6* 9.5 9.5 9.4 11.9 6.0 11.9

JPN 22.0* 14.1 15.1 10.2 14.5 8.8 15.5 11.7 8.4 9.0 4.5 9.4

KOR  − 12.6*  − 15.3*  − 10.8  − 11.5  − 1.4  − 4.5 13.5 8.1 11.0 9.8 6.3 5.7

LUX 2.1 7.4  − 7.6  − 7.2 0.6  − 5.3 10.6 7.6 9.2 14.9 12.1 15.1

MEX 20.9* 24.2* 3.7 1.3 15.4* 1.3 12.5 10.7 10.6 8.2 13.2 8.2

NLD 3.1 7.0 0.7 2.0 2.6 2.0 22.3 20.4 4.0 5.9 7.5 5.9

NOR 21.2* 23.0* 20.8* 16.8 27.6* 24.6* 10.8 15.2 9.0 14.1 8.3 9.0

POL 3.6  − 1.5 3.8  − 2.8 1.8  − 2.8 13.4 13.0 11.9 11.9 8.5 11.9

PRT 21.7* 19.9 12.0 6.6 18.4 6.6 10.7 25.9 9.3 12.6 6.5 12.6

SWE  − 5.1 5.3  − 7.0 1.7 9.9 1.7 10.2 15.3 7.6 6.6 11.1 6.6

TUR 33.3* 26.0* 16.4* 20.4 27.8* 20.4 11.7 24.7 8.7 17.0 18.7 17.0

https://osf.io/n5zm6
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Results
Trend in country means for reading.

Table  4 contains trend estimates in the country means for reading from PISA 2006 
to PISA 2009. Reading was a minor domain in PISA 2006 and a major domain in 
PISA 2009. At the country level, the median range between the six different linking 
methods was 11.4 (Min = 6.3, Max = 29.2), which can be considered a surprisingly 
large variability. For example, the trend estimates in means for Austria (AUT) ranged 
between − 15.9 and − 6.0. For this country, the trend estimates for I1 and I2 were neg-
ative and statistically significant according to the total error defined in Eq.  (21). In 
contrast, the trend estimates for the other four methods did not reach the significance 
level of 0.05. Also note that I3, D2, and D4 significantly differed from I1. Furthermore, 
a very large range was obtained for Chile (CHL), with trend estimates between − 13.7 
and 15.5. An interesting pattern was observed for Spain (ESP), which has a large posi-
tive and statistically significant trend of 24.7 and 23.7 for methods I1 and I2. However, 
the trend estimates of the other four methods I3, I4, D2, and D4 were substantially 
smaller (ranging between 1.7 and 9.4). The latter methods only involved link items (I3 
and I4) or performed direct linking (D2 and D4).

The median change in trend estimates at the country level was I1: 6.8, I2: 10.5, I3: 3.7, 
I4: 2.0, D2: 9.7, and D4: 2.0. Overall, there was a positive average trend for reading 
between PISA 2006 and PISA 2009. However, substantially smaller average trend esti-
mates were obtained for methods I3, I4, and D4 (3.7, 2.0, and 2.0) that only used link 
items for trend estimation. We also computed the median in absolute values of trend 
estimated to get further insights into the variability across countries. Again, the median 
was larger for the methods that relied on all items (I1: 11.4, I2: 12.9, D2: 9.9). At the same 
time, it was smaller for the methods that were only based on the link items (I3: 6.8, I4: 
5.7, D4: 5.5). Interestingly and in line with previous findings in the literature (Gebhardt 
& Adams, 2007; Robitzsch & Lüdtke, 2019), the marginal trend estimate D2 showed 
slightly lower variability compared to the original trend estimate I1.

Furthermore, we now compare the estimated linking errors across the six different 
methods. The median linking errors across countries were I1: 10.8, I2: 11.5, I3: 8.9, I4: 
9.2, D2: 7.4, and D4: 8.1. In line with our findings for the empirical variability of the 
country mean trend estimates, we found that the trend estimates using indirect linking 
that was based on all items (I1 and I2) resulted in larger linking errors than indirect link-
ing trend estimates that were based on link items (I3 and I4) and the direct linking trend 
estimates (D2 and D4).

The estimated linking error LEIPD for the international link between PISA 2006 and 
PISA 2009 was determined as 3.1. Notably, this linking error turned out to be substan-
tially smaller than the linking errors that involved all items and were assessed by recom-
puting the linking based on jackknife. We also assessed the proportion of statistically 
significant trend estimates based on the total error TEIPD for the trend estimates in the 
country means for all 30 countries, which were I1: 50%, I2: 33%, I3: 13%, I4: 3%, D2: 17%, 
and D4: 10%. It can be seen that fewer trend estimates became statistically significant at 
the country level if they were only based on link items or if direct linking was employed.
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Trend in country standard deviations for reading

Table 5 contains the trend for reading in country standard deviations. We observed sub-
stantial ranges in trends in standard deviations across models (Med = 18.8, Min = 10.4, 
Max = 37.4). The median of the trend estimates in standard deviations for the different 
models were I1: − 7.6, I2: − 9.8, I3: 7.6, I4: 5.7, D2: − 11.1, D4: 5.5. Interestingly, a nega-
tive trend was observed for methods that relied on all items (I1, I2, D2). At the same 
time, there was a positive trend for models based on link items (I3, I4, D4). The vari-
ability of trend estimates in standard deviations was again assessed by computing the 
median of absolute values in trend estimates. The variability tended to be smaller for the 
methods based on link items (I3: 7.6, I4: 6.6, D4: 6.4) compared to trends based on all 
items (I1: 7.6, I2: 9.8, D2: 11.1).

Table 5 Trend estimates in country standard deviations and their linking errors for the PISA Trend 
from 2006 to 2009 in reading

cnt country
* Statistically significant trend estimates (p < .05) with used standard error mathrmTE IPD Estimates in I2, I3, I4, D2 and D4 that 
significantly differ from I1 are printed in bold

cnt Estimate Linking error

I1 I2 I3 I4 D2 D4 I1 I2 I3 I4 D2 D4

AUS  − 2.1  − 4.7 11.8* 9.5*  − 5.0 9.5* 3.8 3.7 6.6 4.1 4.8 4.1

AUT  − 9.2  − 11.7 11.2 7.1  − 4.3 6.3 7.7 6.0 7.5 7.4 5.9 7.4

BEL  − 9.1*  − 8.6*  − 1.1  − 0.4  − 12.3*  − 0.4 6.3 6.0 4.2 4.0 3.4 4.0

CAN  − 7.1  − 7.6 2.4 2.0  − 15.5* 2.0 9.0 6.8 2.7 1.7 9.3 1.7

CHE  − 6.9  − 9.9* 8.5 6.8  − 5.5 6.8 5.9 6.4 10.4 9.1 6.5 9.1

CHL  − 14.6*  − 24.1*  − 2.3 2.2  − 16.6* 1.9 9.6 6.3 4.9 5.5 19.2 6.0

CZE  − 26.5*  − 25.8*  − 6.7  − 7.8  − 21.2*  − 7.8 10.7 9.6 5.9 2.9 10.5 2.9

DEU  − 20.1*  − 17.4*  − 7.4  − 6.8  − 19.0*  − 6.8 7.1 5.9 6.7 4.8 5.8 4.8

DNK  − 11.3*  − 9.7* 7.5 5.6  − 8.4 5.0 6.1 5.9 3.5 3.5 7.2 3.6

ESP 0.5  − 11.6* 12.5* 5.6  − 14.3* 5.8 9.2 5.2 10.0 5.4 8.3 5.0

EST  − 7.0*  − 9.8* 6.3 3.9  − 4.8 3.9 8.7 8.7 2.7 2.8 5.8 2.8

FIN  − 3.9  − 7.4* 10.8* 7.6  − 4.9 6.7 12.6 6.6 7.5 4.0 5.4 3.2

FRA 1.3  − 4.2 9.8 11.8  − 6.6 11.8 9.4 5.6 9.3 12.3 7.8 12.3

GBR  − 10.3*  − 11.6* 1.6 1.2  − 13.0* 1.2 4.6 5.6 6.4 7.3 6.1 7.3

GRC  − 5.9  − 11.5* 13.0* 8.7  − 24.4* 8.7 4.5 4.7 14.5 14.0 11.6 14.0

HUN  − 7.4  − 5.5 7.6 5.7  − 5.3 5.1 6.6 5.9 3.4 4.7 6.3 3.0

IRL  − 6.2  − 6.9 9.7* 7.9  − 9.0* 7.9 6.8 8.1 6.4 4.4 7.1 4.4

ISL  − 0.9  − 4.6 11.4* 10.1  − 6.2 10.1 9.5 10.5 5.1 10.3 15.7 10.3

ISR  − 5.4  − 8.4 11.3* 14.6  − 16.9* 14.6* 12.3 10.1 3.8 4.0 10.3 4.0

ITA  − 7.7  − 9.6* 6.1 6.4  − 16.9* 6.4 5.3 8.2 6.1 6.5 8.1 6.5

JPN  − 7.8  − 6.2 11.4* 8.1  − 5.0 7.6 3.6 7.5 10.9 5.5 4.1 5.8

KOR  − 19.8*  − 11.7*  − 5.8  − 2.3  − 9.1  − 1.1 11.8 13.8 9.1 7.3 11.4 7.1

LUX  − 4.1  − 7.1* 12.5* 9.6  − 7.9 9.6 7.1 8.2 4.3 4.6 9.5 4.7

MEX  − 7.0*  − 10.0* 10.1* 8.9*  − 12.5* 8.9* 10.6 6.9 5.4 7.6 12.3 7.6

NLD  − 13.7*  − 10.6  − 4.6  − 3.3  − 9.8*  − 3.3 9.0 8.6 4.5 5.1 9.9 5.1

NOR  − 16.2*  − 17.9* 4.0  − 0.8  − 18.3* 0.3 4.6 5.4 5.4 5.7 10.3 5.2

POL  − 17.1*  − 16.3* 0.9 2.2  − 14.5* 2.2 9.3 8.4 5.3 6.1 7.9 6.1

PRT  − 12.9*  − 20.6* 3.9  − 0.6  − 16.3*  − 0.6 7.5 5.0 12.9 10.9 6.8 10.9

SWE  − 7.9*  − 5.1 14.8* 14.7*  − 6.5 14.7* 7.1 8.0 10.2 12.9 12.4 12.9

TUR  − 6.4  − 7.9 1.6 0.4  − 15.1 0.4 10.8 7.0 8.7 6.1 8.1 6.1
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The linking error LEIPD for the trend in standard deviations at the international 
metric was determined as 2.0 and was substantially smaller than the linking errors 
that also accounted for DIF and DIF × IPD effects. The median of the linking errors 
across countries was I1: 7.6, I2: 6.7, I3: 6.3, I4: 5.5, D2: 8.0, D4: 5.5. In line with the 
empirical findings of the variability in trend estimates in standard deviations, linking 
errors based on only link items turned out to be smaller. The proportion of signifi-
cant trend estimates in standard deviations (based on TEIPD ) were I1: 47%, I2: 60%, 
I3: 37%, I4: 10%, D2: 53%, and D4: 13%. Strikingly, the methods that utilized only link 
items resulted in a lower proportion of significant trend estimates.

Table 6 Trend estimates in country means and their linking errors for the PISA Trend from 2006 to 
2009 in mathematics

cnt country
* Statistically significant trend estimates (p < .05) with used standard error TEIPD Estimates in I2, I3, I4, D2 and D4 that 
significantly differ from I1 are printed in bold

cnt Estimate Linking error

I1 I2 I3 I4 D2 D4 I1 I2 I3 I4 D2 D4

AUS  − 6.8  − 9.5  − 7.2  − 9.8  − 10.3  − 9.8 2.7 7.3 1.6 5.9 7.6 5.9

AUT  − 12.8  − 8.2  − 16.4  − 13.1  − 12.4  − 13.1 9.0 13.4 9.5 12.0 13.8 12.0

BEL  − 11.3  − 10.6  − 10.0  − 10.7  − 10.2  − 10.7 2.6 7.2 2.1 6.2 7.5 6.2

CAN  − 3.6  − 1.0  − 3.1  − 2.4  − 2.1  − 2.4 1.5 3.7 3.0 4.7 4.7 4.7

CHE 2.7 0.3 3.1 1.4 1.2 1.4 3.7 5.9 2.8 5.8 3.7 5.8

CHL 2.3 7.4  − 0.3 3.9 2.9 3.6 4.0 5.7 2.3 3.5 5.3 4.9

CZE  − 20.4*  − 15.1*  − 23.1*  − 17.8*  − 17.9*  − 17.8* 7.4 7.4 5.6 6.9 5.7 6.9

DEU 4.5 6.5 1.2 0.2 4.6 0.2 2.4 4.9 2.5 5.3 4.7 5.3

DNK  − 15.5*  − 15.1  − 11.3*  − 22.1  − 13.7  − 22.1* 2.3 15.5 2.2 13.2 22.4 14.9

ESP  − 0.5  − 1.4  − 2.0  − 3.0  − 3.6  − 3.0 3.8 6.1 2.4 2.8 4.0 2.8

EST  − 4.4 4.3  − 4.1 4.3 3.0 4.3 3.6 18.9 6.2 13.6 17.3 12.2

FIN  − 11.8*  − 7.9  − 11.5*  − 8.7  − 12.4  − 12.3 5.6 9.2 7.6 10.1 4.3 5.2

FRA  − 2.5  − 2.6  − 2.1 0.8 0.2 0.8 4.6 7.6 5.4 10.7 11.8 10.7

GBR  − 4.0  − 6.2  − 3.3  − 4.7  − 4.9  − 4.7 6.1 2.4 6.1 2.8 3.0 2.8

GRC 2.7 7.4  − 1.1  − 2.6  − 2.6  − 2.6 5.3 8.6 7.5 5.7 3.8 5.7

HUN  − 3.4  − 3.5  − 3.1  − 5.3  − 5.5  − 5.3 2.7 4.6 5.8 2.9 2.6 2.9

IRL  − 16.4*  − 17.6*  − 13.1*  − 14.7*  − 15.9*  − 14.7* 3.7 5.1 2.4 2.7 3.2 2.7

ISL  − 3.9 2.1  − 2.4 1.5 1.8 1.5 6.6 6.4 8.9 6.3 7.3 6.3

ISR  − 4.4  − 0.6  − 0.7 1.9 1.7 1.9 10.0 10.7 5.6 5.6 6.6 5.6

ITA 16.4* 16.4* 11.3* 11.0* 10.1 11.0* 5.7 8.0 3.8 7.2 5.0 7.2

JPN 4.2 5.4 8.4 10.8 11.4 10.8 4.2 5.8 6.2 8.4 9.4 8.4

KOR  − 1.0  − 2.2  − 1.7  − 3.5 2.9 4.7 6.8 8.8 5.6 10.1 4.0 4.8

LUX  − 4.8  − 7.5  − 4.8  − 6.6  − 8.4  − 6.6 5.8 6.2 6.5 5.9 5.0 5.9

MEX 3.2 3.5 2.2 3.2 2.6 3.2 8.0 14.3 3.9 5.2 6.7 5.2

NLD  − 7.0  − 7.2  − 5.0  − 7.2  − 3.7  − 7.2 2.4 3.9 5.2 6.7 3.5 6.7

NOR 3.0 3.7 3.6 1.3 1.9 1.3 4.6 10.6 2.4 9.6 10.5 9.6

POL  − 3.6  − 0.9 0.8 2.4 1.7 2.4 3.4 8.0 5.4 3.7 4.7 3.7

PRT 16.3 18.3 13.6 11.1 10.0 11.0 2.6 8.7 3.3 5.5 2.9 4.0

SWE  − 13.3  − 12.0*  − 13.9*  − 13.9  − 12.8*  − 13.9 5.8 3.7 8.6 6.7 5.9 6.7

TUR 17.0* 23.4 15.5* 15.1 15.4 15.1 5.6 16.6 5.0 8.6 7.2 8.6
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Trend in country means for mathematics

Table 6 contains trend estimates in the country means for mathematics. As mathematics 
was a minor domain in PISA 2006 and PISA 2009, we expect smaller differences between 
different scaling methods compared to the trend for the reading domain. The median 
range in different trend estimates across models was 5.3 (Min = 1.3, Max = 10.8) and 
turned out to be smaller than for the reading domain. The smallest range was obtained 
for Belgium (BEL), whose trend estimates in the country means ranged between − 11.3 
and − 10.0. The median of the country mean trend estimates were I1: − 3.6, I2: − 1.2, 
I3: − 2.3, I4: − 2.5, D2: − 1.0, D4: − 1.1. Hence, on average, the trends were very similar 

Table 7 Trend estimates in country means and their linking errors for the PISA Trend from 2006 to 
2009 in science

cnt country
* statistically significant trend estimates (p < .05) with used standard error TEIPD Estimates in I2, I3, I4, D2 and D4 that 
significantly differ from I1 are printed in bold

Estimate Linking error

cnt I1 I2 I3 I4 D2 D4 I1 I2 I3 I4 D2 D4

AUS  − 6.0  − 5.2  − 3.1  − 4.0  − 3.9  − 4.0 7.9 7.4 5.3 7.7 7.6 7.7

AUT  − 20.3*  − 19.7*  − 20.2*  − 16.7*  − 17.4*  − 16.7* 5.3 5.7 5.5 6.6 3.7 6.6

BEL  − 10.6  − 8.7  − 14.1*  − 10.5  − 9.9  − 10.5 8.0 7.1 4.4 4.3 5.9 4.3

CAN  − 12.5*  − 11.9*  − 9.3  − 9.1  − 9.7  − 9.1 4.7 6.6 5.2 6.1 6.1 6.1

CHE  − 1.2 1.9 0.3 3.0 3.4 3.0 5.1 6.0 4.5 3.3 3.5 3.3

CHL  − 10.9  − 8.3  − 13.0  − 11.9  − 11.2  − 11.9 7.7 12.7 5.8 7.5 6.4 6.4

CZE  − 18.1  − 14.6  − 12.5  − 9.8  − 12.4  − 11.3 7.9 7.8 4.9 7.3 7.8 6.6

DEU  − 0.4 1.7 1.5 5.8 6.2 5.8 6.3 9.1 4.2 5.4 7.5 5.4

DNK  − 7.5  − 3.8  − 0.9  − 4.1  − 4.6  − 4.1 4.9 4.0 5.0 6.0 5.3 5.6

ES  − 11.3  − 8.7  − 10.9  − 10.2  − 10.4  − 9.9 6.2 7.2 6.7 5.8 8.9 6.5

EST  − 11.5*  − 7.8  − 12.7*  − 9.2  − 10.9  − 11.0 9.0 6.5 5.6 6.5 4.8 4.9

FIN  − 12.1*  − 15.3*  − 10.3  − 15.6*  − 16.9*  − 15.6* 5.9 6.6 5.5 5.7 8.3 5.7

FRA  − 7.5  − 11.0  − 6.3  − 8.8  − 2.9  − 5.7 4.4 8.1 6.0 6.2 10.8 5.7

GBR  − 7.1  − 9.6  − 3.7  − 5.4  − 5.3  − 5.4 9.7 8.8 5.7 5.9 6.4 5.9

GRC  − 15.4  − 17.8  − 16.3  − 17.2  − 11.7  − 12.3 5.8 10.3 4.6 9.6 9.5 7.4

HUN  − 8.6  − 4.1  − 4.0  − 2.9  − 5.5  − 7.0 8.2 2.1 7.1 8.9 5.6 5.7

IRL  − 7.7  − 7.2  − 9.3  − 5.9  − 7.1  − 5.9 10.6 6.4 4.1 7.5 6.4 7.5

ISL  − 2.4 0.2  − 3.2  − 1.4  − 2.9  − 1.5 5.7 11.5 4.9 10.6 9.5 10.5

ISR  − 12.2  − 13.9  − 8.7  − 8.2  − 7.6  − 7.2 4.9 5.7 7.3 8.8 4.0 5.2

ITA 3.2 3.0 4.6 4.3 4.0 4.5 10.8 8.6 5.6 4.2 4.9 4.4

JN 5.7 0.7  − 0.2  − 4.5  − 1.4  − 3.5 9.7 12.0 9.3 15.4 10.1 11.5

KOR 10.9 25.5* 7.6 13.8 19.3 5.1 7.5 17.9 7.0 22.0 42.4 24.2

LUX  − 11.4*  − 9.9  − 12.5*  − 11.7*  − 10.7  − 11.7* 5.1 4.8 4.3 6.7 3.5 6.7

MEX  − 15.0*  − 16.2*  − 15.1*  − 14.7*  − 12.7  − 13.2* 5.3 7.6 6.9 8.7 8.7 8.9

NLD  − 7.4  − 4.7  − 6.6  − 5.6  − 5.0  − 5.6 8.4 6.6 7.4 5.3 5.9 5.3

NOR 4.8 8.7 5.8 7.0 6.9 7.1 6.7 5.0 7.6 3.8 3.3 3.9

OL 2.1 2.5  − 1.2  − 2.2  − 0.6  − 2.2 4.7 5.9 5.7 7.8 7.9 7.8

RT 10.3 9.8 9.8 10.8 10.0 7.9 6.6 7.7 4.6 6.4 5.5 6.4

SWE  − 15.3*  − 17.2*  − 10.9  − 17.1*  − 13.2  − 13.4* 7.6 9.8 6.5 4.2 5.7 3.9

TUR 18.9* 19.3* 19.1* 19.5* 20.6* 19.6* 6.2 8.1 7.9 4.7 4.3 4.1
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for the different methods. The median of absolute values in trend estimates also did not 
differ substantially: I1: 4.4, I2: 6.9, I3: 3.9, I4: 5.0, D2: 4.8, D4: 5.0.

The linking error LEIPD at the international metric due to IPD was estimated as 2.0. 
Again, our proposed linking errors based on jackknife has larger medians: I1: 4.4, I2: 
7.4, I3: 5.3, I4: 6.1, D2: 5.2, D4: 5.9. Compared to the reading domain, the proportion 
of significant trend estimates in country means was smaller in mathematics: I1: 20%, 
I2: 13%, I3: 23%, I4: 10%, D2: 10%, D4: 13%.

Trend in country standard deviations for mathematics.

We now briefly summarize the findings for trends in country standard deviations for 
mathematics (not presented in a table). The median of the range across models was 
3.6 (Min = 1.0, Max = 7.5), which can be considered relatively small. We also observed 
very similar median estimates of absolute values in trend estimates in standard devia-
tions (ranging between 2.2 for D2 and 2.6 for I2).

The estimated linking error LEIPD at the international metric was 1.1. The median of 
estimated linking errors based on jackknife did not differ substantially (ranging between 
3.2 for I1 and 4.1 for I4). Only a few countries showed statistically significant trend esti-
mates: I1: 10%, I2: 7%, I3: 0%, I4: 3%, D2: 10%, D4: 3%.

Trend in country means for science

Table 7 presents trend estimates in the country means for the science domain. Science 
was a major domain in PISA 2006 and a minor domain in PISA 2009. Hence, more varia-
bility in trend estimates compared to mathematics would be expected. The median of the 
range across the six different methods within a country was 4.7 (Min = 1.6, Max = 20.4). 
The largest range was obtained for South Korea (KOR), whose trend estimates varied 
between 5.1 and 25.5. The median of the trend estimates across countries was relatively 
similar across models: I1: − 7.6, I2: − 7.5, I3: − 6.5, I4: − 5.8, D2: − 5.4, D4: − 5.8. The 
empirical variability of absolute values using the median in the country mean trend esti-
mates were also similar across models (ranging between 7.2 for D4 and 10.5 for I1). For 
science, we did not observe that the trend estimates based on link items were less vari-
able than the corresponding estimates based on all items.

The estimated linking error LEIPD at the international metric due to IPD was 3.9 and 
was smaller than the median values of linking errors that also account for DIF: I1: 6.5, I2: 
7.3, I3: 5.6, I4: 6.5, D2: 6.3, D4: 6.0. For the science domain, about 20% of the countries 
had significant trend estimates in means (I1: 27%, I2: 23%, I3: 20%, I4: 20%, D2: 10%, D4: 
20%).

Trend in country standard deviations for science

We now briefly report the results for trend estimates in standard deviations for sci-
ence (not presented in a table). The median range across models was 3.7 (Min = 1.1, 
Max = 10.7). The median estimates of trend estimates in standard deviations did not dif-
fer much (ranging between 3.0 for D4 and 5.8 for I2). Moreover, the variability in trend 
estimates was also similar but slightly smaller for the models based on only link items 
(I1: 5.0, I2: 6.0, I3: 3.4, I4: 4.2, D2: 4.5, D4: 4.2).
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The linking error LEIPD at the international metric was estimated as 2.2. The median of 
linking errors based on jackknife was similar across models (ranging between 3.3 for I1 
and 4.1 for I4). The proportion of significant trend estimates in standard deviations was 
I1: 23%, I2: 23%, I3: 17%, I4: 17%, D2: 27%, D4: 20%.

Discussion
In this article, we compared the original trend estimate (model I1) with alternative 
trend estimates for two time points. The proposed trend estimates differ regarding three 
aspects. First, one can distinguish between the trend estimates that involve all items 
(link items and unique items) and those that utilize link items only. Second, one can use 
country-specific scaling models that allow all item parameters to be noninvariant across 
countries, or one can rely on a full invariance assumption that employs item parameters 
obtained from a pooled calibration sample comprising all countries. Third, one can dis-
tinguish whether an indirect or a direct linking approach of a country should be carried 
out. In indirect linking approaches, two scaling models for the two points based on the 
calibration samples at the international metric were linked to countries. Hence, in this 
case, countries have to be linked twice to the international metric: at the first time and 
the second time point. When utilizing direct linking, the trend estimate of a country 
only relies on linking item parameters from country-specific scaling models for the two 
time points. Hence, there is only one link of the country to the international metric at 
the first time point.

In the simulation study involving the 1PL and the 2PL model, we found that alterna-
tive trend estimates to original trend estimates can increase the efficiency of trend esti-
mates in the presence of DIF, IPD, and DIF × IPD effects. This means that alternatives 
to the currently reported trend estimates would result in less variable trend estimates. 
This observation was also found in the empirical application using the PISA trend from 
PISA 2006 to PISA 2009. Importantly, a linking based on only link items can be more 
efficient if there are substantial cross-sectional DIF effects and changes from minor to 
major domains (or the other way around) in PISA designs. By relying on only link items, 
potential DIF effects of unique items simply do not appear in differences (i.e., between 
country means and standard deviations across time) and thus do not contribute to trend 
estimates. There seems to be a preference for including all items (i.e., unique and link 
items) because more stable trend estimates should be obtained using all items (von 
Davier et al., 2019). However, the analyses in this article refute this statement (see also 
Heine & Robitzsch, 2022).

Hence, the general recommendation for always opting for concurrent scaling mod-
els with invariant item parameters that involve all items at the time points can be 
questioned for statistical reasons. We think that there is one obvious but convincing jus-
tification for relying on models that involve all items: Trend estimates should be com-
puted as differences from reported cross-sectional estimates. Such a simple computation 
eases the interpretation of results for studies like PISA that target policymakers. Nota-
bly, a convincing and valid parameter estimate will typically not be the one that would 
be preferred from a statistical perspective (Robitzsch & Lüdtke, 2022b). However, there 
could also be good reasons to argue that different scaling models would be required to 
answer different questions. In this sense, marginal trend estimates (or indirect linking 
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methods) could be preferred over original trend estimates (or direct linking methods; 
see Carstensen, 2013, for such an argument).

Our simulation and analytical derivations demonstrated that indirect and direct link-
ing approaches resulted in unbiased trend estimates. In previous literature, it is argued 
that using marginal trend estimates (as a direct linking method) reduces the compara-
bility of trend estimates across countries compared to original trend estimates (as an 
indirect linking method). We do not think such a statement can be defended from a 
statistical point of view. In fact, Carstensen (2013) argued that original trend estimates 
reduce the stability of trend estimates because the original trend relies on cross-sectional 
estimates that are aimed to maximize the cross-sectional comparability of countries in 
the PISA test.

Furthermore, we analytically derived the variance of cross-sectional mean and 
standard deviation estimates for the 1PL model in the presence of DIF. The variance 
includes sampling error due to the sampling of persons and linking error due to the 
presence of DIF effects. Similar simple expressions for the variance of the mean and 
the standard deviation estimates could also be obtained for the 2PL model in the 
presence of uniform DIF. However, we think that there is no simple closed formula 
for the variance of the estimates in the presence of nonuniform DIF in the 2PL model.

In test designs involving two time points with the same items (i.e., no unique items), 
original trend estimates cannot be substantially improved in terms of efficiency. 
However, more efficient trend estimates for standard deviations were obtained if the 
scaling models utilized country-specific item parameters (i.e., they relied on nonin-
variance). Our findings did not substantially differ for the 1PL and the 2PL model. 
However, larger sample sizes were required for the 2PL model than the 1PL model to 
realize efficiency gains for models using only link items and noninvariant item param-
eters. Interestingly, the consequences of the choice of trend estimation methods were 
more substantial for country standard deviations (or their trends) than for country 
means. In empirical applications, this finding could have consequences for assessing 
performance gaps between groups of strongly differing abilities or quantiles. Similar 
findings were found regarding the choice of the scaling model (Robitzsch, 2022a) and 
the treatment of missing data (Robitzsch, 2021a).

Our analysis demonstrated that larger sample sizes are required in the 2PL model 
to realize efficiency gains. However, entirely relying on invariant item discriminations 
and item difficulties anchored at the international metric might be the other extreme 
compared to using country-specific separate 2PL scaling models. However, one could 
use ridge-type regularization penalties (Battauz, 2020) or hierarchical models (Fox & 
Verhagen, 2010; König et al., 2020) for stabilizing model estimation, which can subse-
quently result in more efficient country mean and standard deviation estimates in the 
linking approach. Alternatively, country-specific scaling models could use item dis-
crimination parameters fixed to those at the international metric while freely estimat-
ing item intercepts. This approach would align with empirical findings that the extent 
of uniform DIF is more pronounced than of nonuniform DIF.

As with any simulation study, we only study a limited number of conditions. We 
expect efficiency gains (and losses) to be smaller for a larger number of items. Moreo-
ver, models that assume noninvariant item parameters will likely be more unstable 
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in smaller sample sizes than those studied in the simulation (e.g., N = 250). Finally, 
further simulation studies could involve more than 20 countries, although we do not 
think general findings would change.

Throughout the simulation study, we assumed a known functional form of the item 
response function. That is, it was assumed that the data-generating model (i.e., 1PL or 
2PL model) coincided with the analysis model. In practice, the data-generating model 
will likely be more complex than the analysis model. The choice of an item response 
model and a particular estimation method might be seen as defining the parameter 
of interest. Hence, the analysis utilizes intentionally misspecified statistical models 
(Robitzsch & Lüdtke, 2022b; Robitzsch, 2022a). In future research, the consequences 
of using misspecified scaling models for linking and trend estimates could be investi-
gated (but see Fischer et al., 2021).

In the simulation study, we only addressed the efficiency of trend estimates in coun-
try means and standard deviations. In the empirical example of the PISA trend, we also 
computed linking errors based on jackknife to take the uncertainty for trend estimates 
due to DIF, IPD, and DIF × IPD effects into account. We think utilizing adequate linking 
errors is vital in ILSA studies to not interpret results in trend estimates as statistically 
(and practically) significant because the effect of test designs and item samples remained 
unquantified in the reported uncertainty.

When utilizing the direct linking method, trend estimates are essentially carried out at 
the country level. Items that function differently across countries would induce uncer-
tainty in trend estimates. Some researchers argued that longitudinal invariance (i.e., IPD) 
would be a prerequisite for meaningful and valid trend estimates (Carstensen, 2013; Fis-
cher et  al., 2019; Rohm et  al., 2021; Wetzel & Carstensen, 2013). We tend to disagree 
with this opinion. One cannot expect that items homogeneously function across a long 
time range, and there is no reason one would require the absence of IPD. The presence 
of IPD is just another source of variance that must be accounted for in the quantification 
of uncertainty (i.e., represented in the linking error). Moreover, the restriction of trend 
analysis to invariant items is a potential threat to validity because the construct could be 
changed if it is only represented by a subset of items.

An anonymous reviewer wondered how our findings would generalize to the compu-
tation of trend estimates for three points (i.e., time points 1, 2, and 3). For example, the 
three time points could be studies of PISA 2009 (time point 1), PISA 2012 (time point 
2), and PISA 2015 (time point 3). Suppose that a researcher would be interested in com-
puting a trend estimate between time points 1 and 3; that is, the trend between PISA 
2009 and PISA 2015. In operational practice, trend estimates are reported based on 
chain linking. In this approach, the first linking step is a linking between PISA 2009 and 
PISA 2012, while the studies PISA 2012 and PISA 2015 are linked in the second link-
ing step. The trend estimate between PISA 2009 and PISA 2015 can be obtained as a 
consequence that the scores in the three studies are linked onto a common metric by 
utilizing chain linking. An alternative approach might be to conduct non-chained link-
ing8 between PISA 2009 (time point 1) and PISA 2015 (time point 3). The non-chained 

8 We use the term “non-chained linking” instead of the more obvious term “direct linking”. Note that the term “direct 
linking” is already used in a different manner in this article.
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linking might be preferred if the number of link items at time point 1 and time point 3 
is (approximately) as large as the number of link items in each of the two steps in chain 
linking. If this is the case, there is no need to resort to chain linking from the statistical 
perspective of estimation efficiency. For chain linking or non-chained linking, indirect 
or direct linking approaches could be applied. Our general findings regarding the differ-
ent performance of indirect and direct linking methods can also be applied to choosing 
appropriate methods in the linking steps involved in linking three time points.

If researchers cannot agree on model choice or there are a set of plausible statistical 
models, the variability due to model choice (i.e., model error; Longford, 2012) can be 
included as another source of uncertainty in the analysis. The findings for trend esti-
mates in this article (Heine & Robitzsch, 2022) demonstrate that this variability cannot 
be considered negligible and can exceed standard errors due to the sampling of students 
(Robitzsch, 2022a).

Finally, the partial invariance approach (Joo et  al., 2021; von Davier et  al., 2019) is 
becoming popular in ILSA studies like PISA. This approach relies on the assumption that 
DIF effects are sparsely distributed; that is, only a few item parameters differ across coun-
tries, while the majority of items receive a common invariant parameter. We are not con-
vinced by this approach for two reasons. First, our experience from empirical applications 
contradicts the assumption of sparsely distributed DIF effects. It seems that DIF effects 
are rather symmetrically and normally distributed. The partial invariance assumption of 
DIF effects seems to be as rare as unicorns in empirical applications (see Robitzsch & 
Lüdtke, 2022b). Second, we argued elsewhere that scaling models relying on partial invar-
iance do not provide meaningful and valid cross-sectional and trend comparisons across 
countries because the set of items is allowed to differ for each pair of countries under 
comparison (Robitzsch & Lüdtke, 2022a, 2022b). In this sense, one compares apples with 
oranges in the partial invariance model. In contrast, the models utilized in this article rely 
on the same items. No item contribution would be downweighted or removed (see Rob-
itzsch, 2021b), a property we consider a prerequisite for meaningful and valid compari-
sons. Andersson (2018) also provided computational arguments against using concurrent 
scaling with a multiple-group IRT model (such as the one that relies on partial invari-
ance) involving data from all countries. First, it is more difficult to achieve convergence in 
the estimation in the concurrent model than in each of the country-specific scaling mod-
els. Second, it is also easier to diagnose potential estimation issues when estimating the 
item parameters separately. Third, the computation time of running a large concurrent 
scaling model frequently exceeds the required computation time for running many sepa-
rate scaling models. Hence, one can recognize that the method of concurrent calibration 
involving thousands (or even millions) of students might be computationally feasible, we 
nevertheless doubt the practical utility of such concurrent scaling approaches.

Conclusion
In this article, we compared different trend estimation approaches for ILSA datasets. 
Previous literature mainly compared the two alternative original and marginal trend 
estimates. However, we suggest generally distinguishing trend estimation approaches 
regarding three factors: the type of linking to an international metric (indirect vs. direct), 
the set of items used (all items vs. only link items), and whether item parameters are 
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assumed to be invariant or noninvariant across countries. We showed that the direct 
linking approach (e.g., the marginal trend as a particular case) could result in more 
efficient trend estimates in the presence of DIF than indirect linking approaches (e.g., 
the original trend as a particular case that involves all items) if country DIF exists. As 
an alternative, indirect linking approaches could be used that only rely on link items. 
Moreover, the different performance of the original and marginal trend estimates can be 
explained by the fact that the marginal trend essentially only uses link items for linking, 
while the original trend relies on all items. Finally, we observed that the particular choice 
of a trend estimation method could be more consequential for trend estimates in coun-
try standard deviations than for country means if uniform DIF is present.

Appendix A: generation of synthetic data in the empirical example
To enable the replicability of the results of the empirical example by independent 
researchers, we created synthetic Datasets for the two PISA assessments that strongly 
resemble the original data. The principle of data generation relied on the approach of 
Jiang et al. (2022), which was also investigated by Grund et al. (2022). Synthetic datasets 
were produced at the country level for each of the three cognitive domains and the two 
PISA assessments, PISA 2006 and PISA 2009. To also represent the balanced incomplete 
block design in the synthetic datasets, we applied the synthesis model at the level of each 
administered booklet in the test.

The basic idea of generating data is to simulate a dataset whose distribution of multi-
variate variables is very close to the original datasets (Nowok et al., 2016). The original 
dataset can be decomposed into a vector of fixed variables Z that remains unaltered and 
a vector X of variables that should be synthesized. In our application, Z contained stu-
dent weights and the proportion of correct item responses and their squared terms. The 
vector X consisted of all item responses of items that were administered in a respective 
test booklet. Synthetic data Xsyn can be formally derived as a simulation draw from the 
posterior distribution (Grund et al., 2022)

Jiang et al. (2022) proposed the brilliant idea of including noisy realizations of X and 
also using them as fixed variables. That is, they define the data-augmented variables X∗ 
by adding random noise e to the original data

The components of e are typically chosen to be independent of each other. The vari-
ance of e can be chosen such that variable-specific reliabilities Var(Xi)/Var(X

∗
i ) are rela-

tively large, such as 0.90. This means that the noise variance Var(ei) is determined such 
that Var(ei)/Var(X∗

i ) equals 0.10. Instead of simulating a synthetic dataset from the pos-
terior distribution P(X|Z) , Jiang et  al. (2022) use the posterior distribution P(X|Z,X∗) 
of the augmented dataset. The posterior distribution has a closed form in the case of 
multivariate normality. Although this was not fulfilled in our application that involves 

(22)Xsyn ∼ P(X|Z) =
P(X,Z)

P(Z)

(23)X∗ = X + e .
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dichotomous item responses X, we nevertheless utilized linear regression models as 
working models for synthetic dataset generation. The reliability was chosen as 0.90 for 
all items.

The data synthesis used in this article followed a sequential approach. Let 
X = (X1, . . . ,XI ) denote the vector of item responses and X(<i) = (X1, . . . ,Xi−1) (i > 1) 
contains all items with a variable index smaller than i. For synthesizing variable Xi , a 
linear regression of Xi on the predictors X(<i) , Z , and X∗ is computed. As sample sizes 
of the booklet level in our empirical example were frequently not very large compared 
to the number of predictors in the regression model, we first reduced the dimensionality 
of the predictors using partial least squares (PLS; Mevik & Wehrens, 2007) regression 
(see, e.g., Grund et al., 2021; Robitzsch, 2021a). We chose 20 PLS factors for dimension 
reduction in the linear regression model for all items.

Based on this regression model, linear predictions x̂ni are computed for all cases n. 
A normally distributed noise variable uni was simulated with a standard deviation that 
equals the residual standard deviation from the regression model. The vector contain-
ing all uni values can be residualized with respect to all predictors in the regression 
model to ensure that the original relationships between variables are (almost) equal in 
the synthetic datasets. Next, we computed x̃ni = x̂ni + uni . In the case of continuous 
variables, these values could be used as synthesized values. However, our goal was to 
simulate dichotomous item responses. Moreover, we wanted to preserve the marginal 
distribution of the variable Xi . Therefore, we ordered the values of x̃ni and assigned a 
corresponding value in the synthetic data by ordered values of the original data xni (the 
so-called “normrank” approach; see Nowok et al., 2016). Note that in the case of dichot-
omous item responses, these reordered values correspond to a vector of zeroes and 
ones, where the entries of ones follow the zero entries. By carrying out this principle, the 
marginal distribution is preserved. Because the proportion of correctly solved items was 
used as a fixed predictor in the synthesis model, it could be expected that the intra-class 
correlation referring to the clustered data structure of students nested within schools 
was approximately represented.

The synthetic datasets in our example were generated using the miceadds::syn_
da() function from the R package miceadds (Robitzsch & Grund, 2022). See https:// 
osf. io/ n5zm6/? view_ only= 086ea 651bb ea49b b8b2a ae44e 3971d b8 for a replication syntax.
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