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Abstract 

Background:  Large-scale international studies offer researchers a rich source of data 
to examine the relationship among variables. Machine learning embodies a range of 
flexible statistical procedures to identify key indicators of a response variable among 
a collection of hundreds or even thousands of potential predictor variables. Among 
these, penalized regression approaches, including least absolute selection and shrink‑
age operator (LASSO) and elastic net (Enet), have been advanced as useful tools capa‑
ble of handling large number of predictors for variable selection for model generation. 
While the utility of penalized regression within educational research is emerging, less 
application of these machine learning methods, including random forest, to predictor 
variable selection in large-scale international data appears in the literature. In response, 
this study compared LASSO, Enet, and random forest for predictor variable selection, 
including the traditional forward stepwise (FS) regression approach, for students’ test 
anxiety or, more specifically, schoolwork-related anxiety based on PISA 2015 data.

Methods:  Prediction of the three machine learning methods were compared for 
variable selection of 188 indicators of schoolwork-related anxiety. Data were based 
on US students (N = 5593) who participated in PISA 2015. With the exception of FS, 
LASSO, Enet, and random forest were iterated 100 times to consider the bias resulting 
from data-splitting to determine the selection or non-selection of each predictor. This 
resulted in the reporting of number of selected variables into the following five count 
categories: 1 or more, 25 or more, 50 or more, 75 or more, and all 100 iterations.

Results:  LASSO and Enet both outperformed random forest but did not differ from 
one another in terms of prediction performance in 100 iterations of modeling. Cor‑
respondingly, LASSO was compared to FS in which, of the 188 predictors, 27 were 
identified as key indicators of schoolwork-related anxiety across 100 iterations, and 26 
variables were also statistically significant with FS regression. Aligned with previous 
research, key indicators included personal, situational, and mathematics and reading 
achievement. Further, LASSO identified 28 variables (14.89%) statistically unrelated to 
schoolwork-related anxiety, which included indicators aligned to students’ academic- 
and non-academic behaviors.
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Conclusions:  LASSO and Enet outperformed random forest and yielded comparable 
results in which determinants of schoolwork-related anxiety included personal and 
environmental factors, including achievement goals, sense of belonging, and confi‑
dence to explain scientific phenomenon. LASSO and FS also identified similar predic‑
tor variables related, as well as unrelated, to schoolwork-related anxiety. Aligned with 
previous research, females reported higher schoolwork-related anxiety than males. 
Mathematics achievement was negatively related to anxiety, whereas reading perfor‑
mance was positively associated with anxiety. This study also bears significance as one 
of the first penalized regression studies to incorporate sampling weights and reflect 
the complex sampling schemes of large-scale educational assessment data.

Keywords:  Machine learning, Test anxiety, Penalized regression, Least absolute 
selection and shrinkage operator, Elastic net, Random forest, PISA

Introduction
Large-scale educational assessments offer rich opportunities to investigate factors asso-
ciated with a range of student outcomes. For example, the Programme for International 
Student Assessment (PISA) is an international assessment that gathers data from stu-
dents, educators, and parents to facilitate research on the academic performance of 
15-year-old students across 80 countries (Organisation for Economic Co-operation and 
Development [OECD], n.d.a. https://​www.​oecd.​org/​pisa/). A notable attribute of large-
scale educational studies is the voluminous amount of data accessible to researchers 
seeking to select key predictors to include in statistical models of students’ educational 
outcomes. In response, researchers have begun to apply machine learning (ML) proce-
dures to address issues associated with big or large-scale data, including data collection 
and estimation (e.g., Buskirk et al., 2018; Chew et al., 2018; Eck et al., 2018; Hill et al., 
2019), as well as predictive modeling (e.g., Kaur et al., 2015; Miković et al., 2019), respec-
tively (Yoo & Rho, 2021). The application of ML procedures to large-scale educational 
assessment data offers much potential to advance theory and research. For example, test 
anxiety is a key construct in education and negatively associated with a range of student 
learning outcomes (e.g., academic achievement; Cizek & Burg, 2006; Chapell et al., 2005; 
von der Embse & Hasson, 2012; von der Embse, 2018). Within this study, penalized and 
non-penalized regression procedures are used for predictor variable selection of key pre-
dictors of students’ schoolwork-related anxiety using US student data from PISA 2015.

Penalized, or regularized, regression is an approach to predictor variable selection of a 
response variable (Hastie et al., 2009). Specifically, penalized regression seeks to identify 
key variables to predict a response variable such as academic achievement. For instance, 
Least Absolute Shrinkage and Selection Operator (LASSO), a penalized regression pro-
cedure, accomplishes this by imposing a penalty parameter on the model fit function 
that results in variables with near-zero coefficient estimates to drop out of the model 
while retaining those with non-trivial effects. Penalized regression has begun to emerge 
as an approach to predictive modeling in diverse fields, including bioinformatics (e.g., 
Liu et al., 2018; Zeng et al., 2020) and engineering (e.g., Nabian & Meidani, 2020; Zhang 
et  al., 2017). With regard to large-scale educational assessment data, elastic net (Yoo, 
2018) and group mnet (Yoo & Rho, 2020) have been employed in analyzing data from 
the Trends in International Mathematics and Science Study (National Center for Educa-
tion Statistics, n.d. https://​nces.​ed.​gov/​timss/) and Teaching and Learning International 
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Survey (OECD, n.d.b. https://​www.​oecd.​org/​educa​tion/​talis/) studies, respectively. To-
date, no studies have applied penalized regression procedures for predictor variable 
selection of students’ test anxiety using large-scale educational assessment data.

The present study applies penalized and non-penalized regression procedures for 
predictor variable selection of students’ test anxiety, based on data obtained from US 
students who participated in PISA 2015. Notably, within PISA 2015, test anxiety is oper-
ationalized in the items used to measure students’ schoolwork-related anxiety, concep-
tualized as, “[T]he anxiety related to school tasks and tests, along with the pressure to 
get higher marks and the concern about receiving poor grades” (OECD, 2017, p. 84). The 
penalized procedures used in this study include LASSO (Tibshirani, 1996) and elastic 
net (hereinafter referred to as Enet; Zou & Hastie, 2005), respectively. These procedures 
were selected because they impose specific model constraints for predictor variable 
selection and to demonstrate the comparability of findings as a resource for research-
ers interested in these approaches. For comparative purposes, random forest (a nonlin-
ear model utilizing decision trees) and multiple linear regression using forward stepwise 
(FS) were also used for predictive performance and predictor variable selection, respec-
tively. Empirical findings serve to contribute to the limited literature on determinants 
of students’ test anxiety (e.g., Lohbeck et al., 2016; Putwain et al., 2010) and, secondly, 
demonstrate the utility of alternative approaches to address substantive research ques-
tions and compare their performances with a traditional regression approach (FS) within 
large-scale educational assessments.

The subsequent section reviews research on students’ test anxiety to illustrate its con-
sideration as an important educational construct. This is followed by a presentation of 
penalized regression that addresses their key tenets and model types to show their abil-
ity to contribute to our understanding of large-scale educational assessment data.

Test anxiety

Test anxiety is an important educational construct that has received considerable atten-
tion in the research literature over the past 70 years (e.g., Hembree, 1988; Mandler & 
Sarason, 1952; Spielberger et  al., 1976; Zeidner, 2014). Broadly, test anxiety is, “a spe-
cific type of anxiety that can be experienced before, during, and after an examination or 
other test situations” (Roos et al., 2021, p. 582). It differs from anxiety disorder in that it 
is situation-specific, whereas the former is a general personal attribute present across 
contexts and situations (Cizek & Burg, 2006). As a situation-specific form of anxiety, it 
includes a range of interrelated reactions, including cognition, physiological, and behav-
ioral, that students may have when they sense potential failure in an evaluative situation 
(e.g., high-stakes testing; Zeidner, 2014). Among school-aged children, it is estimated 
that the prevalence rate of test anxiety ranges between 10%-40% (Segool et  al., 2013), 
with higher levels reported among females than males (Putwain & Daly, 2014; Seipp & 
Schwarzer, 1996; von der Embse et al., 2018). Among college students, the prevalence 
rate has been reported up to 50% among medical students (e.g., Bischofsberger et  al., 
2021; Tsegay et al., 2019).

Conceptually, test anxiety is a complex, multidimensional construct relevant to 
evaluative situations in which a student is judged according to their test perfor-
mance. Specifically, test anxiety embodies the dimensions of worry and emotionality 

https://www.oecd.org/education/talis/
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(Spielberg & Vagg, 1995). Worry comprises the cognitive processes associated with 
an individuals’ response to being evaluated, such as comparing one’s performance to 
peers. The emotionality dimension includes the physiological processes associated 
with anxiety arousal (e.g., heart rate; Spielberg & Vagg, 1995). As a type of social-
evaluation anxiety (e.g., social interactions) it encompasses affective-physiological, 
behavioral, and cognitive dimensions (Zeidner & Mathews, 2005). Research on 
the dimensions of test anxiety has resulted in the development of a range of mul-
ticomponent self-report instruments to operationalize test anxiety (e.g., Cassady & 
Johnson, 2002; Friedman & Bendas-Jacob, 1997; Lowe et al., 2008; Lowe, 2014; Spiel-
berger, 1980), including their measurement invariance across groups (e.g., gender; 
Everson et al., 1991; Lowe, 2015).

Beyond its prevalence and measurement, research on test anxiety has focused on 
its determinants and correlates with cognitive and academic assessment perfor-
mance. Zeidner (2014) classifies determinants of test anxiety into distal and proximal 
factors, with the former encompassing biological (e.g., genetics) and environmental 
(e.g., family) factors and the latter addressing situation-specific factors (e.g., teacher 
behaviors) directly associated with inducing student anxiety. Specifically, based in 
diverse theoretical frameworks (e.g., attachment study; Fraley, 2002), parental fac-
tors (e.g., expectations) are a source of student anxiety. Correspondingly, as a situ-
ational influence, the classroom environment (e.g., teacher regard of students) is an 
important factor in students’ self-beliefs, including competency beliefs and motiva-
tion. For instance, classrooms in which teachers engage in normative comparisons of 
student performance may enhance anxiety as students may not perceive themselves 
as competent as other peers (Zeidner, 2014). Furthermore, students’ personal beliefs 
(e.g., mastery—avoidance goals) have been found to be significant predictors of test 
anxiety (Putwain et  al., 2010). For instance, lower competency beliefs have been 
found associated with higher test anxiety (Zeidner & Schelye, 1999). Correspond-
ingly, increased test anxiety have been associated with higher likelihood of school 
dropout (Cizek & Burg, 2006), lower academic achievement and motivation (von der 
Embse et al., 2018), and poorer cognitive test performance (Hembree, 1988; von der 
Embse et al., 2018). Outcomes associated with heightened test anxiety have resulted 
in the development and evaluation of interventions to treat it (e.g., Putwain et  al., 
2014; Rose & Lomas, 2020), including targeted interventions to reduce the gender 
achievement gap in undergraduate STEM courses (e.g., Harris et al., 2019).

In large, research on test anxiety has focused on its prevalence among school- and 
college-aged samples, correlation to test performance, instrument development, and 
evaluation of intervention programs. Notably, the knowledge base on the ways in 
which environmental, situational, and personal factors influence test anxiety is a 
manifestation of small-scale studies focused on a few specific variables situated in 
theoretical models. As a result, less attention has been directed at identifying factors 
indicative of test anxiety to guide policy and practice decision-making. Large-scale 
educational assessment data, such as PISA, typically include data across a diverse 
range of environmental, situational, and personal factors and, thus, offer a unique 
opportunity to identify key determinants of text anxiety.
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Penalized regression

Penalized regression embodies a class of flexible approaches to predictor variable selec-
tion that can overcome the limitations associated with the more familiar multiple regres-
sion techniques (e.g., forward or backward stepwise regression). In the context of social 
science large-scale data analysis, penalized regression has several key advantages. First, 
penalized regression assumes linearity, and linear models are easier to interpret than 
nonlinear models (Yoo & Rho, 2021; Yoo et  al., 2022). Although linear methods are 
known to produce less predictive models, in a recent study to analyze large-scale sur-
vey data, penalized regression outperformed random forest (RF), a nonlinear ML-based 
approach, in terms of prediction (Yoo & Rho, 2021). Second, penalized regression rests 
on the sparsity assumption that the true model consists of a small subset of predictors 
(Hastie et al., 2015). The sparsity assumption is most likely to be met using data obtained 
in large-scale studies than a small number of pre-selected variables typically found in 
small-scale studies. Third, by considering hundreds or thousands of variables that are 
associated with large-scale educational assessments in one statistical model, new vari-
ables or relationships can be explored and identified, which may not be feasible with 
traditional unpenalized regression methods (e.g., structural equation modeling, hierar-
chical linear modeling). Specifically, variable selection in unpenalized regression mod-
els such as ordinary least squares (OLS) regression is typically limited to a cohesive set 
of variables selected based on considerations related to existing theoretical frameworks 
and practicality (e.g., time, resources). Fourth and relatedly, penalized regression can 
handle high-dimensional data (i.e., large number of variables to observations) without 
convergence problems. Even in the social science large-scale data analysis, originally tall 
data (i.e., more observations than variables) often becomes high-dimensional due to the 
data split requirement for model validation and comparison in ML.

The basis of penalized regression, including LASSO, is the utilization of bias-variance 
trade-offs. That is, by introducing a small amount of bias in the regression model, vari-
ance is reduced, which ultimately leads to reduction in the prediction errors. Research 
has reported that LASSO combined with cross-validation is capable of selecting all 
true variables associated with the response variable (Bühlmann & Mandozzi, 2013; Fan 
& Lv, 2007). Because LASSO does not handle multicollinearity, Zou and Hastie (2005) 
proposed Enet, which is a combination of LASSO and ridge regression. Ridge handles 
multicollinearity problems by adding a penalty to the diagonal elements of a singular 
moment matrix (Hoerl & Kennard, 1970). As a result, Enet selects variables due to the 
LASSO component and handles multicollinearity due to the ridge component.

LASSO and Enet are explained using the subsequent equations. Consider a typical lin-
ear regression model, Y=Xβ+ ϵ. With P predictors and N observations, Y and ϵ  repre-
sent N dimensional vectors of a continuous response variable and error, respectively. X 
is an N by P matrix and β is a P dimensional vector of coefficients. When YT=(y1,...,yN 
), yi is expressed in Equation 1.  YT =

(
y1, . . . , yN

)
,   

(1)yi = β0 +

P∑

j=1

xijβj + ǫi
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Next, Eqs. 2 and 3 report the objective functions of LASSO and Enet for a Gaussian 
family, respectively. As shown, the same first term in the right-hand side of the equa-
tions is the loss function of least squares. The second term in the right-hand side of the 
equations is the penalty term. The penalized parameter of lambda (λ) serves to control 
the amount of penalty. Thus, larger λ values result in smaller coefficients, which reduces 
near-zero regression coefficients to zero. Contrary, the closer λ gets to zero the less pen-
alty is imposed on the coefficients. The λ value of 0 returns the equation to OLS. Equa-
tion 3 shows Enet includes the α parameter, which bridges ridge and LASSO. The value 
of α ranges between 0 and 1; α of 0 and 1 reverts back to ridge and LASSO, respectively. 
Typically, α is set at 0.50 (Hastie & Qian, 2016).

In the field of ML, data are divided into training and test data for model building and 
comparison, respectively. The tuning parameter, λ in the case of penalized regression, is 
tuned or cross-validated with the training data. The resulting optimal value of the tun-
ing parameter is applied to test or new data, and prediction errors are calculated and 
compared across techniques (e.g., LASSO, random forest). Additional model details are 
provided in the subsequent Methods section.

Study purpose

To-date, empirical research has established the association between text anxiety and 
various educational outcomes (e.g., test performance). However, less work has sought 
to identify predictors of test anxiety based on data obtained within the context of a 
large-scale study. PISA is a large-scale international assessment of 15-year-old students’ 
academic ability (e.g., mathematics, science). Data gathered within PISA includes infor-
mation on student beliefs, as well as home and school factors, to facilitate research on 
students’ academic achievement. Because PISA gathers data on hundreds of educa-
tionally-relevant variables, it offers rich opportunities to apply regularized regression 
techniques to identify key classroom- and home-related indicators of students’ anxiety 
related to their learning. This study sought to examine two research questions. The first 
question focused on the predictive performance of LASSO, Enet, and random forest (RF) 
procedures. The second question examined predictor exploration of LASSO and Enet 
compared to the traditional multiple regression model using FS. Notably, PISA does not 
measure test anxiety directly and, instead, assesses schoolwork-related anxiety, based 
on students’ responses to five items (detailed in the subsequent Response Variable and 
Data Source section). Of the five schoolwork-related anxiety items, three items specifi-
cally address students’ test anxiety. As such, a consideration associated with large-scale 
educational assessments is the restricted use of comprehensive assessments to measure 
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multidimensional, complex theoretical constructs due to a range of factors (e.g., time, 
resources). Previous research has supported the unidimensional structure of the PISA 
2015 schoolwork-related anxiety measure and its varying degrees of measurement invar-
iance across country by gender groups (Immekus, 2021). Study findings provide a basis 
to understanding factors that may be indicative of students’ test-related anxiety to point 
to areas of future research. This includes the utility of large-scale educational assessment 
studies to substantiate findings from smaller scale, or targeted, research.

Data and materials
Response variable and data source

Data were based on the 5712 United States (US) students who participated in PISA 2015. 
PISA operationalizes schoolwork-related anxiety using five selected-response items. 
Item content is, Item 1 (ST118Q01NA): “I often worry that it will be difficult for me 
taking a test;” Item 2 (ST118Q02NA): “I worry that I will get poor <grades> at school;” 
Item 3 (ST118Q03NA): “Even if I am well-prepared for a test I feel very anxious;” Item 4 
(ST118Q04NA): “I get very tense when I study for a test;” and, Item 5 (ST118Q05NA): “I 
get nervous when I don’t know how to solve a task at school.” Responses are reported on 
a four-point scale (1 = Strongly Agree; 2 = Disagree; 3 = Agree; 4 = Strongly Agree). Score 
reliability, based on Cronbach’s coefficient alpha, was 0.83. From the five items, PISA 
provides a derived variable to indicate students’ schoolwork-related anxiety, ANXTEST, 
which served as the response variable of the study. Seventy four percent of the sample 
was in grade 10 and 5593 (97.92%) completed the schoolwork-related anxiety items. The 
PISA 2015 data is available at https://​www.​oecd.​org/​pisa/​data/​2015d​ataba​se/.

Data cleaning

Starting with 948 variables of PISA student data (928 from student questionnaire data 
and 20 plausible values of CPS and FLT from collaborative problem solving and financial 
literacy data), variables irrelevant to analyses were removed (e.g., IDs, administration 
variables). Of note, the final trimmed student weight (W_FSTUWT) was the only saved 
weight, which was used as the sampling weight in penalized regression to account for 
the complex PISA data structure. Next, among 120 plausible values (PVs) of 12 subjects 
(10 PVs for each subject), the first PVs of each subject were retained). Further, PISA pro-
vides 54 derived variables. We retained individual items and deleted all the derived vari-
ables except ANXTEST, as it served as the response variable. Correspondingly, the five 
items used to derive ANXTEST (ST118Q01NA to ST118Q05NA) were removed from 
subsequent analysis.

PISA also provides some variables conveying similar information. For instance, vari-
ables ST006 and ST008 gather information on parents’ education at different ISCED lev-
els, whereas ST005Q1 and ST007Q1 ask the highest completed ISCED levels of parents. 
Intriguingly, the results were not consistent. Due to some cases of logical errors with 
ST006 and ST008, we included ST005Q1 and ST007Q1 in the analysis. Similarly, we 
deleted ST065Class, and kept ST063 on attended science courses. Last, ST003D03 on 
students’ date of birth was merged to ST003D02T.

The measurement of PISA variables guided decisions related to their inclusion in the 
predictive models. Specifically, ordinal variables measured in Likert-scales were treated 

https://www.oecd.org/pisa/data/2015database/
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as continuous, whereas binary categorical items were dummy-coded. The following 
multiple-categorical variables were excluded from the analysis: OCOD1 to OCOD3, 
ST065Class, and ST125Q01. Specifically, the occupational variables of OCOD1 to 
OCOD3 consisted of too many categories with extremely low responses, and collaps-
ing of categories lacked any theoretical justification. Both ST065Class (students’ science 
class) and ST125Q01 (ISCED levels) included the response options of ‘I did not attend’ 
and ‘I do not remember,’ and, thus, cannot be treated as ordinal. Last, the glmnet pack-
age in R does not handle multiple-category variables.

Missing data imputation

Missing data for study variable were inspected prior to conducting missing data impu-
tation. Specifically, the five variables measuring hours spent in additional learning 
(ST071Q01 to ST071Q05) reported the highest missing rates (range 10.98–28.25%), 
while the percent of missing data for the other variables ranged from 0.07 to 6.92% 
(M = 2.42, SD = 1.64). Consequently, we excluded these five variables from subsequent 
analysis, as the amount of missing data may impair the imputation process. Correspond-
ingly, imputing missing values appears logically invalid for certain PISA variables. For 
instance, ST064 on science classes is valid only if the students attended at least one 
course in the school year (ST063). Students who did not attend any science courses were 
marked as ‘valid skip’ (missing) in ST064. If such variable is imputed, students who did 
not attend any science courses were to answer questions on science courses as if they 
attended them. Thus, the following variables were removed from imputation and subse-
quent analyses: ST064, ST098, ST100, ST103, ST104, and ST107.

As results, the final dataset consisted of 1 response variable (ANXTEST) and 188 pre-
dictors for 5593 students. Of the 188 predictor candidates, only 16 predictors (8.51%) 
had complete data, whereas the remaining 172 (91.49%) had missing rates ranging 
between 0.07% and 6.92%. Listwise deletion retained approximately 42.41% of the obser-
vations (2372 observations). We employed the k-nearest neighbors (k-NN) algorithm to 
handle the missing data of PISA, following Yoo and Rho (2021). After k closest observa-
tions to a certain data point are identified, the average value of the k nearest observa-
tions is replaced with the missing data point. The square root of the number of complete 
observations, or 49, served as the value of k (Beretta & Santaniello, 2016). Gower dis-
tance was also used in distance calculation in order to take the mixed-format data into 
account (Gower, 1971).

Methods
cross‑validation and selection counts in penalized regression

In penalized regression, λ determines the amount of regularization and, thus, model 
complexity. K-fold cross-validation (CV) is a common approach to tune the penalty 
parameter. After training data are partitioned into K sets of equal size, the model is fit-
ted with the training set excluding the k-th fold, and the fitted values are obtained for the 
k-th fold. This is repeated for every k-th fold (k = 1, 2, . . . ,K ) , and each fold’s CV error 
is calculated. The average of the K folds’ CV errors serves as the overall CV error (Eq. 4). 
The number of folds depends on sample size (Friedman et al., 2021), and 10 folds are fre-
quently used in ML (e.g., Wu & Lange, 2008; Zhu & Hastie, 2004) and are the default of 



Page 9 of 21Immekus et al. Large-scale Assessments in Education           (2022) 10:30 	

the glmnet package (Friedman et al., 2021) in the R program (R Core Team, 2021) used 
in this study.

The following steps were used to tune the penalty parameter, λ. First, the data were 
divided into training and test data (ratio of 7:3). Second, a tenfold CV was executed with 
the training data to build prediction models with LASSO and Enet, respectively. The λ 
value to minimize the CV error was identified as a result. Third, using test data from 
Step 1, LASSO and Enet models built in Step 2 were evaluated in terms of prediction 
error. Specifically, root mean square error (RMSE) was calculated as the square root of 
the mean of squared difference of the response variable and its predicted value. RMSEs 
obtained with CV and test data served as the CV error and prediction error, respectively.

These three steps were iterated 100 times to consider the bias resulting from data-
splitting (Meinshausen & Bühlmann, 2010; Shevade & Keerthi, 2003), which is the same 
as the shuffled k-fold CV in deep learning (Herent et al., 2019; Inoue et al., 2019). The 
selection or non-selection of each predictor in the 100 iterations was counted, which is 
recommended as necessary when variable selection is of interest (Yoo & Rho, 2021). This 
resulted in the reporting of number of selected variables into the following five catego-
ries: 1 or more, 25 or more, 50 or more, 75 or more, and all 100 iterations, respectively.

Random forest and cross‑validation

RF is a nonparametric technique that yields nonlinear models by utilizing decision trees 
as a base learner, and is known to have strength in prediction. Specifically, RF creates 
bootstrapped samples, fits decision tree models on the bootstrapped samples, and com-
bines the results of each decision tree as an ensemble method. While RF also has tuning 
parameters, researchers typically adopt what Breiman suggested, which are default set-
tings in various statistical packages, including R. Specifically for a continuous response 
variable, Breiman (2001) suggested the number of predictors divided by 3 as the num-
ber of predictor candidates considered at each split. In a recent study, empirical findings 
found that efforts to tune RF parameters did not outperform Breiman’s suggestion (Yoo 
et al., 2022). In this study, we employed the default values of the randomForest library 
in R (Liaw, 2022). Specifically, there were 500 trees with 62 randomly sampled variables 
considered as predictor candidates at each split.

We used the following steps for RF in this study. First, the same sets of training and 
test data (ratio of 7:3) as used in penalized regression were utilized for comparison pur-
poses. Second, RF models were fitted with the training data. Third, the models from Step 
2 were applied to the test data from Step 1. Correspondingly, the RMSE was calculated 
with the test data, which served as the prediction error of RF. These steps were then 
repeated 100 times.

Forward stepwise (FS) regression

Among classical statistical methods of variable selection including forward stepwise (FS) 
selection and backward stepwise selection, best subset selection is known to perform 
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the best, but only if the number of variables is 40 or fewer due to computational burden 
(Hastie et al., 2009). Bertsimas et al. (2016) provided a solution to this problem by uti-
lizing a special optimization algorithm. Extending their work to high and low signal to 
noise ratio (SNR) problems, Hastie et al. (2020) showed that FS was comparable to best 
subset selection.

Starting with a null model, FS sequentially adds variables depending on the variable’s 
contribution to statistical significance. Specifically, FS uses a greedy algorithm and, 
thus, once a variable is added to the model, it remains in the model. As FS is readily 
implemented with standard statistical software packages without special optimization 
algorithms, FS was selected among classical methods to compare with penalized regres-
sion. In this study, the step function of the stats package in R was employed with Akaike 
Information Criterion (AIC) as the criterion of variable selection (Step function, 2022). 
With linear models, this function is equivalent to the stepAIC of MASS library, which is 
intended for wider purposes (Venables & Ripley, 2002). FS was executed with the whole 
data set, and statistical significance of the variables was examined.

Results
Table  1 reports the descriptive statistics of the root mean squared errors (RMSE) for 
LASSO and Enet and indicates that they were the same across procedures. Lower RMSE 
indicates better performance. As shown, the average and median RMSEs were 0.866 
(SD = 0.014) for each approach, indicating the stability of the models across the 100 iter-
ations, as well as producing no predictive differences. Comparatively, while the average 
RMSE of RF was slightly higher (Mean = 0.881, SD = 0.014), the 95% confidence inter-
vals of the procedures overlapped. As RF did not outperform penalized regression, we 
opted for penalized regression in the subsequent analysis.

Table 2 reports the selection count regarding the number of times a particular vari-
able was selected as an important predictor. Specifically, 187 out of 188 variables were 
selected as key predictors of schoolwork-related anxiety at least once across the 100 iter-
ations. Correspondingly, 27 variables (14.36%) were selected as key predictors in all 100 
iterations for both procedures, whereas 79 variables (42.02%) were selected with LASSO 
in 75 or more iterations. Furthermore, compared to LASSO, Enet tended to select 

Table 1  Descriptive statistics of RMSE for ML

RF, random forest; Q1, quartile 1; Q3, quartile 3

Method Min Q1 Median Mean Q3 Max SD

LASSO 0.825 0.857 0.867 0.866 0.875 0.898 0.014

Enet 0.825 0.857 0.867 0.866 0.876 0.898 0.014

RF 0.837 0.871 0.882 0.881 0.892 0.914 0.014

Table 2  Selection counts of LASSO and Enet

Method  ≥ 1  ≥ 25  ≥ 50  ≥ 75  = 100

LASSO 187 149 102 79 27

Enet 187 155 103 80 27
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slightly more variables, but this difference subsided after applying selection counts. Spe-
cifically, LASSO selected 102 and 79 variables at least 50% and 75% of the time, whereas 
Enet selected 103 and 80 variables, respectively.

Table 3 presents the descriptive statistics of the number of variables selected in one 
run of LASSO and Enet. On average, LASSO selected 109.90 (SD = 13.44) variables, 
slightly less than the average of 111.90 (SD = 14.28) using Enet.

As LASSO and Enet reported almost identical results in terms of prediction error 
and variable selection, LASSO was selected for comparison with FS. Table 4 reports the 
cross-tabulation for number of variables selected using LASSO and FS. Specifically, vari-
ables selected 75 or more times by LASSO were compared with statistically significant 
variables of FS (p < 0.05). While the coefficient signs of variables selected 75 or more 
were consistent, some of the variables selected fewer than 75 times showed mixed coef-
ficient signs. This is also consistent with the suggestion of Yoo and Rho (2021), which 
recommends the selection counts of 75% or more with LASSO or Enet.

Penalized regression is not scale-invariant, and standardization in the optimization 
algorithms is required. The R package glmnet has an option to standardize variables in 
optimization and put them back to the original scale, which we adopted. All the LASSO 
coefficients that are presented hereafter are unstandardized regression coefficients. 
Table 5 summarizes the 51 variables which were selected 75 or more times in LASSO 
and also were statistically significant with FS (p < 0.05). Specifically, the means and SDs 
(standard deviations) of LASSO coefficients are reported as well as the FS coefficients 
and the p-values. Of note, the means and SDs of LASSO coefficients were presented to 
provide information on the central tendency and variability of them across multiple iter-
ations, and statistical significance should not be inferred. For instance, 0.28 and 0.02 of 
ST004D01T are the mean and SD of the 100 LASSO coefficients of ST004D01T, respec-
tively. Additional techniques such as post-selection inference (Lee et al., 2016) are neces-
sary for further significance testing.

Among the 51 variables, 26 variables were selected across all 100 iterations. As 
shown, regression coefficients were approximately equal across procedures with 
LASSO values slightly lower overall when values did differ, which can be attributed 
to the shrinking of LASSO coefficients. Consistent with previous research, gender 

Table 3  Descriptive statistics of variable selection in one run of LASSO and Enet

Q1, quartile 1; Q3, quartile 3

Method Min Q1 Median Mean Q3 Max SD

LASSO 80.00 103.00 109.00 109.90 118.00 155.00 13.44

Enet 77.00 103.00 115.50 111.90 119.20 154.00 14.28

Table 4  Numbers of selected variables of LASSO and significant variables of FS

FS (yes) FS (no)

LASSO (yes) 51 28 79

LASSO (no) 5 104 109

56 132 188
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Table 5  Statistically significant variables with FS and selected ≥ 75 with LASSO

Variable Counts LASSO mean LASSO SD FS coefficient FS p-value

ST004D01T 100 0.28 0.02 0.27 0.00

ST011Q11TA 100  − 0.04 0.02  − 0.07 0.01

ST013Q01TA 100 0.02 0.01 0.05 0.00

ST119Q01NA 100 0.08 0.02 0.10 0.00

ST119Q02NA 100 0.08 0.02 0.11 0.00

ST121Q01NA 100 0.04 0.02 0.07 0.00

ST121Q03NA 100 0.08 0.02 0.11 0.00

ST082Q02NA 100  − 0.10 0.02  − 0.13 0.00

ST082Q13NA 100 0.07 0.01 0.07 0.00

ST034Q01TA 100  − 0.07 0.01  − 0.08 0.00

ST034Q04TA 100  − 0.05 0.02  − 0.05 0.01

ST034Q06TA 100  − 0.04 0.01  − 0.05 0.01

ST039Q01NA 100 0.04 0.01 0.05 0.00

ST039Q03NA 100 0.06 0.01 0.07 0.00

ST031Q01NA 100  − 0.01 0.00  − 0.01 0.03

ST032Q02NA 100  − 0.01 0.00  − 0.02 0.00

ST063Q01NB 100  − 0.06 0.02  − 0.08 0.01

ST095Q13NA 100 0.03 0.01 0.04 0.00

ST129Q02TA 100 0.04 0.01 0.05 0.01

ST129Q08TA 100 0.05 0.01 0.07 0.00

ST131Q08NA 100 0.03 0.01 0.07 0.00

ST076Q02NA 100 0.06 0.02 0.08 0.00

ST078Q02NA 100 0.20 0.03 0.22 0.00

ST078Q11NA 100  − 0.08 0.02  − 0.11 0.00

PV1MATH 100  − 0.00 0.00  − 0.00 0.00

ST016Q01NA 100  − 0.07 0.00  − 0.07 0.00

ST012Q05NA 99 0.04 0.02 0.07 0.00

ST022Q01TA 99 0.05 0.03 0.11 0.00

ST062Q01TA 99 0.04 0.02 0.06 0.00

ST129Q01TA 99 0.03 0.01 0.04 0.03

ST076Q04NA 99  − 0.05 0.02  − 0.08 0.00

ST078Q08NA 99 0.11 0.04 0.16 0.00

ST078Q09NA 99 0.05 0.02 0.06 0.01

PV1READ 98 0.00 0.00 0.00 0.00

ST123Q01NA 97 0.03 0.02 0.06 0.00

ST082Q12NA 97 0.04 0.02 0.05 0.02

ST094Q01NA 96  − 0.03 0.01  − 0.07 0.00

ST038Q04NA 96 0.03 0.01 0.04 0.05

ST001D01T 94 0.04 0.03 0.08 0.00

ST129Q06TA 94 0.02 0.01 0.04 0.03

ST078Q07NA 94  − 0.04 0.03  − 0.09 0.01

ST038Q07NA 94 0.04 0.02 0.09 0.00

ST011Q12TA 93  − 0.04 0.03  − 0.07 0.04

ST082Q03NA 91 0.03 0.02 0.05 0.04

ST012Q03TA 89 0.02 0.01 0.04 0.01

ST034Q03TA 89 0.02 0.01 0.03 0.05

PV1FLIT 88 0.00 0.00 0.00 0.01

PV1SCED 82 0.00 0.00 0.00 0.00

PV1SKCO 82 0.00 0.00 0.00 0.01

ST146Q02TA 79 0.02 0.01 0.05 0.02

ST129Q07TA 76  − 0.02 0.01  − 0.05 0.01

Unstandardized coefficients reported. Statistical significance testing should not be conducted with the means and SDs of 
LASSO
p < 0.05
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differences were reported across all 100 iterations in which females reported height-
ened schoolwork-related anxiety compared to males. As reported, important variables 
spanned across such dimensions as achievement goals (e.g., ST119Q01, ST119Q02), 
sense of belonging (e.g., ST034Q01, ST034Q04), and science knowledge (ST131Q08, 
ST129Q08), as well as availability of home resources (e.g., books in the home). Fur-
thermore, home resources including the number of books in the home (ST013Q01) 
and number of cell phones with internet access (ST012Q05) were positively associ-
ated with higher schoolwork-related anxiety. Notably, indicators associated with 
students’ achievement goals were positively associated with reported anxiety. In 
particular, increased anxiety was associated with wanting top grades in most or all 
courses (ST119Q01), selecting from among the best opportunities available when 
they graduate (ST119Q02), and wanting top grades at school and continue working 
on tasks until perfect (ST121Q03), respectively.

Furthermore, increased study behaviors, such as engaging in homework or studying 
before (ST076Q02) or after school (ST078Q02), were also associated with increased 
anxiety. Notably, students who reported feeling like an outsider (ST034Q01) or awkward 
and out of place in their school (ST034Q04) reported less anxiety. However, higher anxi-
ety was associated with students who reported that their teachers called on them less 
often than other students (ST039Q01) and gave students the impression that they think 
they are less smart than they really are (ST039Q03). Interestingly, several items related 
to students’ science knowledge were also associated with higher anxiety. This included 
the item asking students to explain why earthquakes occur more frequently in some 
areas than others (ST129Q02) and identify the better of two explanations for the for-
mation of acid rain (ST29Q08). Unsurprisingly, engagement in vigorous physical activi-
ties for at least 20  min per day (ST032Q02) and exercising or practicing a sport after 
school (ST078Q11) were both negatively associated with student anxiety. Likewise, stu-
dents who reported meeting friends or talking to friends on the phone (ST078Q07) also 
reported lower anxiety, including those who reported being satisfied with their life as a 
whole (ST016Q01). Notably, increased mathematics achievement was negatively asso-
ciated with reported anxiety (coefficient = − 0.005), whereas reading achievement was 
positively associated with anxiety (coefficient = 0.002), respectively.

Correspondingly, LASSO and FS identified 28 variables (14.89%) selected 75 times 
or more but statistically unrelated with schoolwork-related anxiety. Table  6 indi-
cates these variables related to students’ academic- and non-academic behaviors (e.g., 
ST078Q03NA: “After leaving school did you: Watch TV\ < DVD > \Video”), home 
resources (e.g., ST011Q01TA: “In your home: A desk to study at”), and perceptions of 
teacher behaviors (e.g., ST039Q05NA: “Teachers ridiculed me in front of others.”). Fur-
thermore, 16 of the 28 variables (57.14%) were not included in the FS modeling (e.g., 
ST123Q02NA: “My parents support my educational efforts and achievement.”).

Table 7 reports the 5 variables (2.66%) selected as related to schoolwork-related anxi-
ety less than 75 times with LASSO and FS (p < 0.05). With the exception of ST032Q01NA 
(“Moderate physical activities for a total of at least 60 min per day”), the remaining vari-
ables included Science subscale scores.
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Table 6  Statistically non-significant variables with fs and selected ≥ 75 with LASSO

Unstandardized coefficients reported

PV1CLPS, plausible value 1 of collaborative problem solving. Statistical significance testing should not be conducted with 
the means and SDs of LASSO

p > 0.05

Variable Counts LASSO mean LASSO SD FS coefficient FS p-value

ST082Q01NA 96 0.02 0.01 0.02 0.20

ST082Q09NA 91 0.02 0.01 0.03 0.12

ST039Q05NA 78 0.01 0.01 0.03 0.11

ST076Q01NA 81  − 0.02 0.00  − 0.04 0.11

PV1CLPS 100 0.00 0.00 0.00 0.08

ST078Q03NA 78  − 0.03 0.02  − 0.06 0.07

ST063Q06NA 91  − 0.04 0.02  − 0.06 0.07

ST092Q02TA 90  − 0.02 0.01  − 0.02 0.07

ST011D17TA 93  − 0.03 0.02  − 0.05 0.06

ST063Q03NB 79 0.02 0.01 0.05 0.06

ST060Q01NA 81 0.00 0.00 0.00 0.06

ST038Q03NA 99 0.04 0.01 0.04 0.05

ST123Q02NA 95 0.03 0.02 – –

ST019CQ01T 95 0.03 0.02 – –

ST012Q01TA 93 0.02 0.01 – –

ST039Q02NA 91 0.01 0.01 – –

ST082Q08NA 90 0.02 0.02 – –

ST034Q02TA 88 0.02 0.01 – –

ST119Q03NA 86 0.02 0.02 – –

ST078Q06NA 86  − 0.02 0.02 – –

ST012Q09NA 85 0.01 0.01 – –

ST131Q01NA 84 0.01 0.01 – –

ST121Q02NA 81 0.01 0.01 – –

ST146Q05TA 81 0.02 0.02 – –

ST011Q01TA 80 0.02 0.02 – –

ST076Q11NA 78  − 0.02 0.02 – –

ST078Q10NA 78  − 0.02 0.02 – –

ST095Q15NA 75 0.01 0.01 – –

Table 7  Statistically significant variables with FS and selected < 75 with LASSO

SDs less than 0.00. PV = Plausible value. Statistical significance testing should not be conducted with the means and SDs of 
LASSO

p < 0.05

Variable Counts LASSO mean LASSO SD FS coefficient FS p-value

Moderate physical activities at least 
60 min per day (ST032Q01NA)

60 0.0025 0.00 0.0118 0.0459

Explain phenomena scientifically 
science subscale (PV1SCEP)

25 − 0.0001 0.00  − 0.0013 0.0010

Living system subscale (PV1SSLI) 22 0 0.00  − 0.0011 0.0029

Science (PV1SCIE) 14 0 0.00 0.0012 0.0107

Physical science subscale (PV1SSPH) 9 0 0.00 0.0010 0.0078
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Discussion
The aim of this study was to examine the utility of penalized regression procedures for 
predictor variable selection of US students’ schoolwork-related anxiety based on 188 
student variables in PISA 2015. Particular focus of this study was addressing the litera-
ture gap on the use of methodological advancements in ML to identify key indicators 
of test anxiety. Despite test anxiety being widely considered an important construct in 
education it has received surprisingly little consideration in the context of large-scale 
educational assessments. Correspondingly, there is little available information regarding 
key predictors of students’ anxiety within educational settings that can be used to guide 
further research. In response, this study examined the performance of LASSO, Enet, and 
random forest for variable selection of indicators of students’ test anxiety, operational-
ized by the PISA variable as schoolwork-related anxiety. Notably, this study bears sig-
nificance as one of the first penalized regression studies to incorporate sampling weights 
and, thus, reflect the complex sampling schemes of social science large-scale data. In 
general, study findings were largely consistent with previous findings and shed light on 
previously unexamined variables as key indicators of schoolwork-related anxiety and 
offer directions for future research.

To begin, LASSO and Enet procedures produced similar results and outperformed 
random forest. Regardless of penalized regression procedures, 187 variables out of 188 
were identified as a key predictor at least once in each of the 100 iterations. Aligned with 
previous research (Yoo & Rho, 2021), this asserts the advantage of employing multiple 
iterations and selection counts to identify key predictors of a response variable with the 
use of penalized regression. As with large-scale educational assessment data, the use of 
variable counts to identify significant predictors across iterations is particularly impor-
tant when variable selection is of primary interest with many indicators. Furthermore, 
despite the additional model constraint in Enet to address multicollinearity concerns this 
did not result in appreciable discrepancies in empirical findings. As a result, researchers 
may consider the use of LASSO or Enet procedures when pursuing similar analyses with 
PISA 2015 data. Furthermore, the similarity of findings between penalized regression 
and FS to identify the weakest and strongest predictors of schoolwork-related anxiety 
indicates either approach may be used in instances in which research seeks to identify 
the variables most strongly or weakly associated with the outcome of interest (e.g., aca-
demic achievement). Additional research is needed to determine the generalizability of 
these findings to other PISA studies and large-scale educational assessment data.

To situate empirical findings to previous research requires consideration of the 
approach of large-scale educational assessment studies, such as PISA, to the operation-
alization of study variables. Specifically, test anxiety is a multidimensional construct 
typically measured using multicomponent, self-report instruments comprising concep-
tual subscales (e.g., physiological anxiety, test anxiety; e.g., Lowe, 2014; Reynolds et al., 
2003; Spielberger, 1980). Such measures are developed according to theoretical and 
empirical considerations with subsequent validation research focused on substantiat-
ing score interpretation and use for designated purposes, including testing an instru-
ment’s measurement invariance across groups (e.g., gender; Everson et al., 1991; Lowe, 
2015). Contrary, the scope of large-scale educational assessments generally restricts 
the measurement of key constructs to single- or multi-item scales to capture diverse 



Page 16 of 21Immekus et al. Large-scale Assessments in Education           (2022) 10:30 

aspects of students’ educational experiences to facilitate cross-national studies on aca-
demic achievement. Consequently, due to the administration of hundreds of questions, 
the operationalization of such constructs as test anxiety may not be as exhaustive as 
the aforementioned instruments. Specifically, PISA 2015 captures test anxiety within 
the item set designed to assess students’ schoolwork-related anxiety. While the collec-
tive item set asks students to rate the degree to which they worry and are anxious about 
test taking, the items are not organized into theoretical dimensions of test anxiety. Thus, 
a key consideration of interpreting the meaningfulness of reported results is the meas-
urement of study variables, particularly when findings may or may not align with previ-
ously reported results. For the schoolwork-related anxiety measure, its factor structure 
has been found to be unidimensional with varying degrees of measurement invariance 
across countries and gender (Immekus, 2021).

In large, study findings align with previous results on factors associated with students’ 
test anxiety. Specifically, consistent with meta-analytic findings (e.g., Hembree, 1988; 
von der Embse et al., 2018), females reported higher schoolwork-related anxiety com-
pared to males. Significant variables aligned with students’ academic-related self-beliefs 
fell within such dimensions as achievement goals, sense of belonging, and confidence 
to explain scientific phenomenon. In particular, schoolwork-related anxiety was posi-
tively associated with students’ achievement goals of wanting top grades in most or all 
of their courses, ability to select from the best opportunities available upon graduation, 
and wanting to get top grades at school and continue working on tasks until perfect and 
schoolwork-related anxiety, respectively. The positive association of students’ future ori-
ented competency-related outcomes are aligned with von der Embse et al.’s (2018) meta-
analysis that found a positive, medium correlation (r = 0.30) with mastery-avoidance 
goals and a small, positive correlation with performance-approach goals (r = 0.09). Like-
wise, heightened anxiety was positively associated with students who reported giving up 
easily when confronted with a problem and often not prepared. Relatedly, students’ stud-
ying behaviors were positively associated with schoolwork-related anxiety. Specifically, 
students who reported studying before going to school, or after leaving school, reported 
higher schoolwork-related anxiety. In consideration of sense of belonging, students who 
reported feeling like an outsider and awkward and out of place in their school reported 
lower schoolwork-related anxiety, suggesting that students who feel a lack of connection 
to one’s school are less anxious about their schoolwork. Such findings tie into key envi-
ronmental factors associated with the anxiety of students in academic settings (Zeidner, 
2014). On the other hand, students who reported that other students left them out of 
things on purpose had higher anxiety. Notably, students with reported higher levels of 
agreement for explaining scientific phenomenon (e.g., frequency of earthquake occur-
rences in some areas, identify better explanation of the formation of acid rain) also 
reported higher schoolwork-related anxiety. The basis of this association between per-
ceived ability to explain scientific phenomenon and anxiety points to an area of future 
research, particularly how it may tie into previous research. These findings point to sub-
sequent research on the way in which students’ academic self-beliefs facilitate the attain-
ment of their achievement goals and accompanying anxiety associated with meeting 
their standards for success.
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Test anxiety is routinely reported to be negatively related with academic perfor-
mance (e.g., grades, standardized tests; Hembree, 1988; von der Embse et al., 2018). In 
the present study, mathematics achievement was negatively associated with students’ 
schoolwork-related anxiety, whereas reading performance was positively associated with 
reported anxiety. Notably, the negative association between mathematics performance 
and schoolwork-related is closely aligned with previous findings (e.g., Segool et al., 2013). 
However, the positive association between reading test performance and schoolwork-
related anxiety suggests that higher test performance is not necessarily related to lower 
anxiety levels. Further, the PISA measure of schoolwork-related anxiety does not explic-
itly assess the degree anxiety may be debilitating. Furthermore, previous research has 
considered the relationship between test anxiety and high-stakes assessments, whereas 
PISA is a low-stakes educational assessment due to the lack of consequences associated 
with test performance. In PISA 2015, concentration was on the content domain of sci-
ence with mathematics and reading as minor assessment domains (OECD, n.d.a. https://​
www.​oecd.​org/​pisa/). In this study, science test performance was not a significant indi-
cator in each of the 100 iterations. However, four science-related subscale scores (e.g., 
physical science, living system) were found to be related to schoolwork-related anxiety 
25 or less times across LASSO and FS procedures. Helmke (1988) reported the large 
differences in the correlation between test anxiety and academic achievement (range: 
0.38 to − 0.82) indicating that heightened anxiety may be associated with improved test 
performance but at a certain point may become debilitating. Correspondingly, Helmke 
identified specific classroom factors (e.g., teacher task orientation, incentive value of 
achievement) that may moderate the relationship between test anxiety and academic 
performance. In this study, students who reported that their teachers called on them less 
often that other students and gave them the impression that they were less smart than 
they really were had higher schoolwork-related anxiety, which ties to the ways in which 
teachers’ evaluative standards may influence student anxiety (Zeidner, 2014). Future 
research may further examine the relationship between test anxiety and academic per-
formance that consider alternative moderators (e.g., classroom factors) that may account 
for the varying relationship between these variables.

Empirical findings shed additional light on the association between students’ physi-
cal activity, social engagements, and anxiety. In particular, vigorous physical activities 
for at least 20 min per day and exercising or practicing a sport after school were nega-
tively associated with anxiety. Likewise, students who reported being more satisfied 
with their life as a whole these days had reduced anxiety. This aligns with Andermo 
et  al.’s (2020) meta-analysis of the positive effects of school-related physical activity 
interventions on children’s mental health. In particular, reduced anxiety (Hedges’ 
g = 0.347, 95% CI 0.072–0.623) and heightened well-being (Hedges’ g = 0.877, 95% CI 
0.356–1.398) were two of the four mental health outcomes (e.g., resilience) that ben-
efited from physical activity. Furthermore, students’ engagement in moderate physical 
activities at least 60 min per day (ST032Q01NA) was found to be a significant pre-
dictor of schoolwork-related anxiety in 60 iterations. In addition, students who meet 
friends or talked to friends on the phone, as well as indicated that they are a good lis-
tener, also had lower reported anxiety. As such, the degree to which students engage 
in consistent physical activity and a peer group appear to be protective factors of their 

https://www.oecd.org/pisa/
https://www.oecd.org/pisa/
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schoolwork-related anxiety. Such findings indicate the complexity of factors that are 
associated with the anxiety levels of students in academic settings, including areas 
of research on understanding the way in which students’ out-of-school experiences 
shape their mental health in school settings.

Notwithstanding the application of ML-based techniques to large-scale educational 
assessment data there are several considerations regarding the implication of study 
findings. As addressed, test anxiety was operationalized according to the PISA 2015 
schoolwork-related anxiety. Consequently, empirical findings should be interpreted 
in consideration of how the construct of anxiety is measured within PISA compared 
to smaller scale studies that use multicomponent instruments of test anxiety. Further-
more, as with FS, the regularized regression procedures used in this study are data-
driven procedures designed to identify key indicators of a response variable. That 
is, many variables were consistently identified as key predictors of students’ anxiety 
in which future research may consider their inclusion as potential moderators (e.g., 
physical activity level, classroom variables) in theoretically-based models to examine 
its association with various student learning outcomes (e.g., academic achievement). 
As such, empirical findings provide a basis for continued research on factors associ-
ated with students’ schoolwork-related anxiety.

Penalized regression procedures offer a range of opportunity to examine the asso-
ciation of the vast amount of data collected within large-scale educational assess-
ment studies. As provided in this study, application of these regression procedures 
across 100 iterations indicated the researchers should expect LASSO and Enet to 
yield similar findings and outperform random forest. Likewise, there was general 
agreement in LASSO and FS procedures regarding those indicators with the strong-
est and weakest association with schoolwork-related anxiety. Thus, depending on the 
study’s intent, either method may be considered for use to identify those indicators 
to retain or exclude from model building. Of course, this suggestion is limited to the 
current data and future research is needed to further understand instances in which 
penalized regression and FS methods may produce divergent findings. Of note, FS 
is also data-driven; when we randomly deleted 10% of the data and ran FS with the 
remaining 90% of the data, the results were different from using the full data. LASSO 
is an improvement from the traditional methods such as FS in that it applies a soft 
threshold, compared to the hard threshold of FS, and identifies true predictor can-
didates, when combined with cross-validation (Bühlmann & Mandozzi, 2013; Fan & 
Lv, 2007). By conducting the analyses across iterations a resultant count provides a 
basis to disentangle the salience between predictor variables based on the number of 
times that are flagged as key indicators. Of the 188 predictor variables considered, 27 
were identified as important indicators in each of the 100 iterations, 26 of which were 
also statistically significant with FS, yielding empirical evidence on indicators for con-
sideration in future research seeking to understand factors associated with students’ 
schoolwork-related anxiety. Future research is needed to further understand the con-
tribution of regularized regression techniques in large-scale educational assessment 
to guide policy and research decision-making.
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