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The women’s success paradox
Gender equity in educational outcomes is considered to be one of the major equity 
concerns in democratic societies (Marks 2008; Wagemaker 1996; Willingham and 
Cole 1997). Often associated with reduced career opportunities, gender differences in 
achievement are high-stake issues. One of the six key educational goals of UNESCO was 
to achieve gender equality in educational opportunities by 2015 (UNESCO 2011).

From an educational point of view, paying attention to gender differences in developed 
countries, and in particular to the situation of girls, may seem outdated. In most coun-
tries, there has been a substantial rise in gender equality over the last decades (Barro 
and Lee 2001). Girls have gained much with the extension of compulsory education 
(Baudelot and Estabelet 2007); their grade retention rate is lower than boys’, they have 
on average better results in school, and are more likely to enter higher education (Buch-
mann and DiPrete 2006; OECD 2014a).

Meta-analyses on gender differences demonstrate improvements in girls’ results over 
time. Focusing on mathematics U.S. math data (from 5 year-olds to adulthood), Hyde 
et al. (1990, p. 139) concluded that the “magnitude of the gender difference has declined 
over the years” (for studies published in 1973 or earlier Cohen d was 0.31, whereas it was 
0.14 for studies published in 1974 or later). In international and national surveys, Lietz 
observed the opposite pattern for reading at the secondary level. […] “Since 1992 girls 
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outperformed boys to a considerably greater extent when compared with studies up to 
and including 1991” (Lietz 2006a, p. 139). This apparent contradiction in the evolution of 
gender differences in mathematics and in reading might simply reflect an improvement 
in females’ performance, and/or a decline in that of males. As males have usually outper-
formed females in mathematics, an improvement in females’ performance would reduce 
the gender gap. Conversely, as females tend to outperform males in reading, an improve-
ment in females’ performance would increase the gender gap.

Yet the female success is paradoxical (Marry 2003): some do not have access to the 
most prestigious higher education fields and their diplomas are less effective in labour 
markets (Jacobs, 1996, Dubet 2010). According to Dubet (2010), two hypotheses can be 
formulated to explain this paradox: the institutional hypothesis assumes that schools 
and teachers are still stuck in a male-dominated model where the division of roles is 
gendered. Students are differently oriented to the studies and professions depending on 
their sex, according to gender norms. The school thus reproduces societal cleavages. 
Another hypothesis is that girls anticipate more their family life and consciously make 
the choice of studies and careers that allow them to manage family and professional life.

We argue that a third hypothesis has been neglected: the female success story is viewed 
from a “mean” perspective (i.e. based on gender equality, on average). If the most gifted 
boys still outperform the most gifted girls, the low rate of female students in mathe-
matics and science fields in higher education, as the subsequent underrepresentation of 
women in the related occupations, is not so paradoxical.

Moreover, following Hill et  al.’s (2008) work, we argue that Cohen’s (1977) rule of 
thumb has led to misrepresent the actual gender differences, which have to be inter-
preted according to empirical benchmarks. This paper contributes to provide empirical 
benchmarks to evaluate gender differences: effect sizes on the mean and at the extreme 
tails of the achievement distributions have been computed on the ten latest international 
large-scale assessments.

Background
International comparative surveys of student achievement such as those carried out by 
the International Association for the Evaluation of Educational Achievement (IEA) or 
by the Organisation for Economic Co-operation and Development (OECD) have for a 
long time been useful tools for estimating the magnitude of gender gaps, in particular 
for educational outcomes. Those organisations assess large and representative national 
samples of students (based on grade and/or age criteria), which avoid the issue of unrep-
resentative samples due to “the great deal of self-selection”, on the basis of which gener-
alisations have been made about gender differences (Nowell and Hedges 1998).

The popular generalisation about mean gender differences in reading, mathematics 
and science may be summarised using Johnson’s work (1996), based on two international 
and six national [US] assessment programmes. Johnson’s conclusions highlight a gen-
der gap in favour of girls in reading at all ages, generally larger among the youngest stu-
dents, in terms of both achievement and attitudes, and a gender gap in favour of boys in 
mathematics and physical science, again in terms both of achievement and attitudes but 
increasing with age. These results are supported by Blondin and Lafontaine (2005) using 
IEA TIMSS data (grades 4, 8 and 12) in mathematics and science.
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This general pattern has however been nuanced. Researchers have found that the mag-
nitude of the gender differences may depend on:

1.	 The test characteristics, including

(a)	 The test content, such as the sub-domains assessed, the type of tasks or pro-
cesses measured, the cognitive demands of the items, and the context of the 
questions. For instance in reading the largest gender differences have been 
reported for the narrative sub-domain (Elley 1992) or in continuous texts 
(Kirsch et al. 2002; Lafontaine and Monseur 2009a); in mathematics, research-
ers have reported males’ better results in geometry (Hyde et al. 1990) and spa-
tial representation (Johnson 1996; Mullis et al. 2000; OECD 2004), and females’ 
in arithmetic and computation (Johnson 1996; Mullis et  al. 2000). In science, 
the largest gender differences have been found in physical science (Comber and 
Keeves 1973; Johnson 1996; Mullis et al. 2000), and smaller ones in biology or 
chemistry.

(b)	 The test format, such as the delivery of the test (paper-based versus digital) the 
format of the stimulus (continuous texts versus non-continuous texts), and the 
item format (multiple choice versus free response). A common finding concern-
ing the item format is that “relative to males, females perform better on con-
structed-response than on multiple-choice items” (Bennet 1993: p. 20).

2.	 The study design, including the characteristics of the target population (age, educa-
tional level); the sample (representing the whole population or not), and the year of 
administration. From the meta-analysis on US data by Hyde and colleagues, it is clear 
that the nature of the sample influences the results. They showed that the selectivity 
(selected versus whole population) or the precocity (gifted students) of the student 
samples used to examine gender differences in mathematics had led to the persistent 
idea that boys consistently outperformed girls, whereas this difference in fact only 
appeared in high school, and girls were even slightly better at primary and lower sec-
ondary levels (Hyde et al. 1990).

3.	 The statistical analyses performed. This aspect is discussed in the next section.

Gender differences according to computed statistics

The growing success of using meta-analysis to report between-groups differences has 
non-negligible consequences on the kind of results reported. As pointed out by Feingold 
(1992), the success of meta-analysis at summarising research findings, accumulating 
effect sizes from different surveys or studies, leads to attention being focused on the cen-
tral tendency statistics. Although Hedges and Friedman (1993) have shown that meta-
analysis could be used to accumulate results in all facets of the scores’ distribution, it has 
to be recognised that many authors have been more interested in the central tendency 
statistics and that the gender differences in variation and at the extreme tails of the dis-
tribution have not received the same amount of attention.

More importantly, effect sizes on gender differences have often being judged accord-
ing to Cohen’s (1977) guideline. As gender differences have generally been seen as small 
according to this classification (Nowell and Hedges 1998), this could have led to an 
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overoptimistic evaluation of the actual gender gap. In this context, the work on U.S.-rep-
resentative national samples by Hill et al. (2008)—arguing that policy-relevant gaps such 
as the gender differences in student achievement had to be estimated from empirical 
benchmarks—gives new insight to interpret gender differences data. Hill and colleagues 
showed in the U.S. context that gender differences do vary according to the outcome 
measured (larger differences in reading than in mathematics) and according to the edu-
cational level of the students. In reading, the gender gap increases with age, in favour of 
females: the effect size is −0.18 at grade 4, −0.28 grade at 8 and −0.44 at grade 12. In 
mathematics, the effect size in favour of males is 0.08 at grade 4, 0.04 at grade 8 and 0.09 
at grade 12.

However, to address policy-relevant gender gaps (such as the issue of the overrepre-
sentation of boys in the lowest proficiency levels in reading or the underrepresentation 
of girls in math and science in higher education), we need to pursue Hill et al.’s (2008) 
work, providing empirical benchmarks at different proficiency levels on representative 
samples.

Extreme tails

In the case of normal distribution and homogeneity of variance, differences at the upper 
and lower tails of the distribution may logically be inferred from the mean difference. 
However, in case of non-homogeneity of variance, gender differences vary by proficiency 
level; looking at extreme tails helps to nuance the outcomes on gender differences. For 
instance, Halpern and colleagues (2007, p. 40) conclude their review on sex differences 
in science and mathematics by arguing that “substantial evidence suggests that the male 
advantage in mathematics is largest at the upper end of the ability distribution”.

For reading, Wagemaker (1996, p. 42) noted, based on IEA Reading Literacy Study 
data, that “in some countries, it is evident that disparity between boys and girls is not 
uniformly systematic across the ability distribution”.

It is worth noting that, while boys’ underachievement in reading is of growing con-
cern, little education research has addressed this issue in terms of gender differences at 
the lower tail of the distribution, compared to those focusing on boys’ better achieve-
ment at the higher end of the distribution in mathematics. According to Halpern et al. 
(2007), one of the reasons for this “higher end” focus could be the importance of quan-
titative abilities in many occupations. However, low abilities in reading are also a serious 
handicap to gaining access to the labour market (OECD and Canada 2000).

Gender variability

Although gender differences in variability are not a core concern of research into gender 
differences in achievement, studies in this area have a long tradition. According to Fein-
gold (1992) the “greater male variability hypothesis” was formulated by Ellis as early as 
1894. Based on psychological, medical and anthropological evidence, Ellis had noticed 
that males consistently presented greater variability than females.

In the field of education, studies including variability analyses by gender tend to con-
firm the greater male variability hypothesis (Beller and Gafni 1996). Others report more 
balanced results. In their review of sex differences in variability, Maccoby and Jacklin 
(1974) concluded that males were more variable than females in mathematical and 
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spatial abilities and equally variable in verbal ability. Feingold (1992, p. 74) consistently 
found that “males were more variable than females in general knowledge, mechanical 
reasoning, quantitative ability, spatial visualisation, and spelling. There was essentially 
homogeneity of variance for most verbal tests, short term memory, abstract reasoning 
and perceptual speed”.

Purpose of the study

We explore gender differences in reading, mathematics and science since the 1990s (i.e. 
from the decade where co-education is achieved in most industrialized countries), using 
international large-scale survey data. We argue with Feingold (1992) that contemporary 
research on gender differences in intellectual abilities has focused on male–female dif-
ferences in average performance, implicitly assuming homogeneity of variance. We also 
argue with Hill et  al. (2008) that we need empirical benchmarks to assess policy-rele-
vant gaps in students’ achievement, such as the gender gaps. We finally argue that these 
benchmarks have to be computed at different levels of the achievement distribution, 
since interventions to reduce the gender gap often focus on specific target groups: the 
least or the most proficient students.

We computed variance ratios and effect sizes for the mean and the percentiles 5, 10, 90 
and 95. Our goal was to provide evidences from many national representative samples to 
answer the following questions:

1.	 To what extend do gender differences at the extreme tails of the distribution vary 
compared to gender mean differences, and in which direction?

2.	 Does the gender gap vary according to the content area and to the educational level 
of the students?

3.	 Is “greater male variability” still observed in recent studies of cognitive skills in read-
ing, mathematics and science?

Methods
Data

The IEA and OECD PISA surveys were selected because they are the most ambitious 
in terms of world-wide coverage—with about five decades of experience in the case of 
the IEA—and provide quality databases and well-documented technical reports. Inter-
national datasets are electronically available for six IEA studies: Progress in International 
Reading Literacy Study (PIRLS) 2001, 2006, 2011; Trends in International Mathematics 
and Science Study (TIMSS) 1995, 1999, 2003, 2007 (all the databases are available on 
the IEA Study Data Repository: http://rms.iea-dpc.org); and for five PISA cycles: PISA 
2000, 2003, 2006, 2009, 2012 (available on the OECD website: http://www.pisa.oecd.
org/). Methodological information is available in the technical reports on each survey 
(Adams and Wu 2002; Martin et al. 2000; Martin and Kelly 1996, 1997; Martin and Mul-
lis 1996, 2012; Martin et al. 2004; Martin et al. 2003, 2007; OECD, 2005, 2009a, 2014b; 
Olson et al. 2008).

http://rms.iea-dpc.org
http://www.pisa.oecd.org/
http://www.pisa.oecd.org/
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Analysis

Data from every country or education system in these international databases were 
included in this study, even those flagged in the international reports. For TIMSS, when 
two grade-based populations were assessed (generally referred to as Population I at the 
primary level, and Population II at the secondary level), both were included. However, 
the Population III that was assessed in TIMSS 95 and corresponded to the final year 
of secondary education was not included, because at this educational level school is no 
longer compulsory in many education systems, which makes the national samples more 
selective (moreover, gender differences in mathematics for population III in TIMSS 1995 
have been analysed by Mullis and Stemler 2002). For PISA, the three content areas (i.e. 
reading, mathematics and science literacy) were used for each data collection cycle. In 
total, the analyses included 1654 cases, each of which corresponded to the assessment of 
one content area in one population in one country.

For any statistics reported in this study, the statistic and its corresponding sampling 
variance were computed five times, one on each plausible value, and aggregated accord-
ing to the methodology presented in IEA/OECD technical reports and database man-
uals: the standard errors for IEA databases were estimated using the 75 JK2 replicates 
weights and the standard errors for PISA databases were estimated using the 80 Fay rep-
licate weights.

Two types of statistics were computed:

1.	 Effect sizes for the means, and at percentiles 5, 10, 90 and 95. Although effect sizes 
have often been used on central tendency statistics only, Hedges and Friedman (1993) 
have shown that they could also be used to compare the magnitude of the gender 
difference at different portions of the score distribution. As the denominator for com-
puting the effect size, we used the pooled standard deviation, as recommended in the 
PISA Technical Report (OECD 2009b, p. 195)

Females were considered the target group. A positive value indicates a gap in favour 
of females, a negative value a gap in favour of males. The effect sizes were computed 
for each participating country for each survey, and then averaged across countries 
(each country being equal to one). We did not compute standard errors for the effect 
sizes. These were mainly computed for illustrating the gender gap at different levels 
of the proficiency distribution and being able to compare gender differences across 
studies. They would have been useful in order to test the significance of some of the 
results (trends for instance). However, one of the aims of this paper was to be exhaus-
tive and to include all countries participating in international studies from the middle 
of the nineties. Testing differences in gender gaps according to the content area or 
the education level, for instance, would have required limiting the comparisons to the 
few countries that participated to all surveys included in this study which would have 
reduced in another way the scope of this paper.

µ̂1 − µ̂2
√

σ
1
2
+σ

1
2

2
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The variance ratio. Differences in gender variability were measured by the variance 
ratio. This ratio has been widely used by authors examining gender variability (Feingold 
1992; Nowell and Hedges 1998). The variance ratio expresses the variance of males in 
relation to that of females. A variance ratio greater than 1 means that males’ variance is 
higher than females’ variance. A mean variance ratio has been computed for each study 
(each country being equal to one). For each study, we computed also (1) the proportion 
of participating countries where the variance ratio is significantly greater than 1 (propor-
tion of countries where the variance is significantly greater for males); (2) the propor-
tion of countries where the variance ratio is greater than 1, but not significantly; (3) the 
proportion of countries where the variance ratio is lower than 1, but not significantly, 
and (4) the proportion of countries where the variance ratio is significantly lower than 1 
(variance significantly greater for females).

Results
Effect sizes at the extreme tails of the score distribution

Figure 1 shows the gender gaps in reading, mathematics and science, by education lev-
els. Detailed results (by survey) are presented in Table 1. In reading, the effect size on 
the mean at the primary level is 0.23, and is much larger at the secondary level (0.40), 
both effects being in favour of females. In mathematics and science, the effect sizes on 
the means are much lower. In mathematics, the effect size is −0.04 with international 
studies focusing on primary education, and is −0.07 for studies involving students in 
secondary education. In science, the male advantage is −0.05 for the youngest students 
and −0.07 for the oldest. 

Fig. 1  Gender effect sizes in mean and extreme tails of the distribution in reading, math. and science. Gender 
effect sizes at percentiles 5, 10, 90, 95 and on the mean scores, by content area and education level. Positive 
values indicate higher scores for females; negative values indicate higher scores for males. Data IEA (TIMSS/
PIRLS) and OECD (PISA) surveys, 1995–2012



Page 8 of 16Baye and Monseur ﻿Large-scale Assess Educ  (2016) 4:1 

Table 1  Gender effect sizes in  mean and  extreme tails of  the distribution in  in reading, 
math. and science, by survey

Content Level Orga. Study N P5 P10 M P90 P95

Reading Primary IEA PIRLS 2001 36 0.34 0.33 0.25 0.20 0.20

PIRLS 2006 45 0.28 0.27 0.21 0.16 0.15

PIRLS 2011 57 0.28 0.30 0.22 0.15 0.14

Secondary OECD PISA 2000 42 0.47 0.46 0.35 0.24 0.22

PISA 2003 41 0.52 0.50 0.36 0.25 0.23

PISA 2006 56 0.56 0.54 0.42 0.30 0.27

PISA 2009 65 0.56 0.56 0.45 0.33 0.31

PISA 2012 68 0.58 0.56 0.43 0.30 0.28

Math. Primary IEA TIMSS 1995 P1 L 24 0.00 −0.01 −0.08 −0.14 −0.16

TIMSS 1995 P1 U 26 0.06 0.04 −0.03 −0.08 −0.10

TIMSS 2003 P1 29 0.07 0.05 −0.02 −0.09 −0.10

TIMSS 2007 P1 44 0.09 0.06 −0.02 −0.09 −0.10

Secondary IEA TIMSS 1995 P2 L 39 0.00 −0.01 −0.07 −0.14 −0.16

TIMSS 1995 P2 U 41 0.01 −0.01 −0.08 −0.15 −0.15

TIMSS 1999 P2 38 0.03 0.01 −0.05 −0.12 −0.13

TIMSS 2003 P2 51 0.07 0.07 0.00 −0.07 −0.09

TIMSS 2007 P2 57 0.13 0.12 0.03 −0.05 −0.07

OECD PISA 2000 42 −0.01 −0.02 −0.09 −0.17 −0.19

PISA 2003 41 0.01 −0.01 −0.11 −0.21 −0.24

PISA 2006 57 −0.01 −0.03 −0.10 −0.19 −0.21

PISA 2009 65 −0.01 −0.02 −0.10 −0.18 −0.20

PISA 2012 68 0.01 0.00 −0.09 −0.18 −0.21

Science Primary IEA TIMSS 1995 P1 L 24 0.02 0.00 −0.09 −0.17 −0.18

TIMSS 1995 P1 U 26 0.01 0.00 −0.10 −0.18 −0.20

TIMSS 2003 P1 29 0.10 0.08 0.00 −0.06 −0.07

TIMSS 2007 P1 44 0.12 0.09 0.01 −0.06 −0.07

Secondary IEA TIMSS 1995 P2 L 39 −0.14 −0.16 −0.23 −0.30 −0.33

TIMSS 1995 P2 U 41 −0.14 −0.17 −0.24 −0.32 −0.34

TIMSS 1999 P2 38 −0.07 −0.10 −0.18 −0.25 −0.27

TIMSS 2003 P2 51 −0.03 −0.04 −0.10 −0.16 −0.18

TIMSS 2007 P2 57 0.14 0.14 0.04 −0.06 −0.07

OECD PISA 2000 42 0.12 0.11 0.01 −0.07 −0.09

PISA 2003 41 0.07 0.05 −0.04 −0.13 −0.15

PISA 2006 57 0.11 0.09 0.01 −0.08 −0.10

PISA 2009 65 0.14 0.13 0.04 −0.05 −0.07

PISA 2012 68 0.14 0.12 0.02 −0.08 −0.10

Mean reading 410 0.45 0.44 0.34 0.24 0.23

Mean math. 622 0.03 0.02 −0.06 −0.13 −0.15

Mean science 622 0.04 0.02 −0.06 −0.14 −0.16

 Mean primary 384 0.12 0.11 0.03 −0.03 −0.04

 Mean secondary 1270 0.13 0.12 0.03 −0.06 −0.08

  Mean IEA 836 0.07 0.05 −0.03 −0.09 −0.11

  Mean OECD 818 0.22 0.20 0.10 0.01 −0.02

 Mean reading primary 138 0.30 0.30 0.23 0.17 0.16

 Mean reading secondary 272 0.54 0.52 0.40 0.28 0.26

 Mean math. primary 123 0.06 0.04 −0.04 −0.10 −0.12

 Mean math. secondary 499 0.02 0.01 −0.07 −0.15 −0.17

 Mean science primary 123 0.06 0.04 −0.05 −0.12 −0.13
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The effect sizes computed at the extreme tails of the distribution show that the size of 
the gender gap varies also according to the proficiency level of the students. In reading, 
even if the gender differences were fairly large along the entire proficiency distribution, 
they were particularly large at the lower tail, since effect sizes were sometimes about 
twice as large as at the upper tail. The largest gap in reading was observed on PISA 2012 
(0.58) for the weakest students (percentile 5). The phenomenon was more pronounced 
in PISA and/or at the secondary level of education: the available database did not make 
it possible to distinguish the effect of educational level from the survey effect. At pri-
mary level, only IEA data were available, while at the secondary level, only PISA data 
were available.

In mathematics, effect sizes were smaller than in reading, but again, the size of the 
effect varies according to the proficiency level of the students. At the lower tail of the 
distribution, effect sizes were close to zero or in favour of females, while systematically at 
the upper tail, males were more proficient. The largest gap in mathematics was observed 
on PISA 2003 (−0.24) for the most proficient students (percentile 95). This tendency was 
more pronounced at the secondary level of education and in the PISA surveys. In the 
IEA Population II studies, the tendency for males to outperform females at the upper 
end of the distribution decreased across time.

Science results appear similar to mathematics results on Fig. 1, but looking at the data 
by survey (Table 1) reveals a situation somewhat more complex. At the primary level, a 
slight tendency for girls to be more proficient at the lower tail and for males to be more 
proficient at the upper tail was observed. At the secondary level, the gender difference in 
favour of males observed up to TIMSS 1999, at the lower and at upper tail of the distri-
bution, has changed since the year 2000 in both the IEA and PISA surveys: at the lower 
tail, girls tend to perform somewhat better than males, and the male advantage at the 
upper tail tends to fade away across time.

Gender differences in variability

Table 2 focuses on gender variability. Four categories are presented: (1) the proportion 
of countries where the gender variance ratio was significantly greater than 1 (i.e. males’ 
variance is significantly greater than females’ variance); (2) the proportion of countries 
where the gender variance ratio is greater than 1, but not significantly; (3) the proportion 
of countries where the gender variance ratio is lower than 1, but not significantly; (4) the 
proportion of countries where the gender variance ratio is significantly lower than 1 (i.e. 
females’ variance is significantly greater than males’ variance). For each study, the mean 
of the country variance ratios and its standard error is also provided.

A positive value indicates a higher score for females; a negative value indicates a higher score for males

N number of participating countries, P5, P10, M, P90, P95 gender effect sizes at percentiles 5, 10, 90, 95 and for the mean 
scores

Table 1  continued

Content Level Orga. Study N P5 P10 M P90 P95

 Mean science secondary 499 0.03 0.02 −0.07 −0.15 −0.17

Mean 1654 0.13 0.11 0.03 −0.05 −0.07
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Table 2  Gender differences in variance ratios in reading, mathematics, and science

Content Level Orga. Study N >1* 
(%)

>1 
(%)

<1 (%)<1* 
(%)

VR (SE)

Reading Primary IEA PIRLS 2001 36 25 58 17 0 1.09 (0.018)

PIRLS 2006 45 22 69 9 0 1.08 (0.019)

PIRLS 2011 57 25 70 5 0 1.10 (0.009)

Secondary OECD PISA 2000 42 60 36 0 0 1.16 (0.013)

PISA 2003 41 68 32 0 0 1.20 (0.012)

PISA 2006 56 73 25 0 0 1.20 (0.010)

PISA 2009 65 83 12 0 0 1.18 (0.008)

PISA 2012 68 84 12 0 0 1.22 (0.008)

Math. Primary IEA TIMSS 1995 P1 L 24 25 67 8 0 1.10 (0.020)

TIMSS 1995 P1 U 26 23 69 8 0 1.10 (0.015)

TIMSS 2003 P1 29 41 48 10 0 1.10 (0.013)

TIMSS 2007 P1 44 39 55 7 0 1.12 (0.012)

Secondary IEA TIMSS 1995 P2 L 39 26 67 8 0 1.10 (0.016)

TIMSS 1995 P2 U 41 24 54 22 0 1.12 (0.018)

TIMSS 1999 P2 38 29 63 5 3 1.12 (0.015)

TIMSS 2003 P2 51 37 57 6 0 1.11 (0.011)

TIMSS 2007 P2 57 47 40 12 0 1.14 (0.010)

OECD PISA 2000 42 31 62 0 0 1.12 (0.015)

PISA 2003 41 56 37 7 0 1.17 (0.012)

PISA 2006 57 54 37 7 0 1.13 (0.009)

PISA 2009 65 55 38 3 0 1.12 (0.008)

PISA 2012 68 63 35 0 0 1.15 (0.008)

Science Primary IEA TIMSS 1995 P1 L 24 21 79 0 0 1.13 (0.019)

TIMSS 1995 P1 U 26 35 62 4 0 1.15 (0.016)

TIMSS 2003 P1 29 34 55 10 0 1.11 (0.007)

TIMSS 2007 P1 44 39 48 14 0 1.12 (0.009)

Secondary IEA TIMSS 1995 P2 L 39 33 59 8 0 1.12 (0.015)

TIMSS 1995 P2 U 41 29 54 17 0 1.15 (0.020)

TIMSS 1999 P2 38 32 61 8 0 1.14 (0.019)

TIMSS 2003 P2 51 31 55 14 0 1.10 (0.012)

TIMSS 2007 P2 57 49 37 14 0 1.15 (0.016)

OECD PISA 2000 42 36 62 0 0 1.15 (0.016)

PISA 2003 41 56 41 0 0 1.15 (0.012)

PISA 2006 57 67 28 7 0 1.14 (0.008)

PISA 2009 65 71 25 3 0 1.15 (0.008)

PISA 2012 68 75 21 0 0 1.17 (0.008)

Mean reading 410 58 37 5 0 1.15

Mean math. 622 42 49 8 0 1.12

Mean science 622 47 45 8 0 1.14

 Mean primary 384 30 61 9 0 1.11

 Mean secondary 1270 54 39 7 0 1.15

  Mean IEA 836 33 57 10 0 1.12

  Mean OECD 818 64 32 4 0 1.16

 Mean reading primary 138 24 67 9 0 1.09

 Mean reading secondary 272 75 21 3 0 1.19

 Mean math. primary 123 33 59 8 0 1.11

 Mean math. secondary 499 45 47 8 0 1.13
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In 93 % of the 1654 cases, variance ratios are greater than one, which means that males’ 
variance is larger than females’. Males’ results are more widespread than females’ results. 
The difference is statistically significant in 48 % of cases. This pattern is found whatever 
the content area (reading, mathematics and science), the educational level (primary/sec-
ondary), the year of the survey, or the study sample design (grade-/age-based samples). 
In only two of the 1654 cases is the variance of the female population significantly higher 
than the variance of the male population. The variance ratios are lower than one but not 
significantly in 7 % of cases, which means that on those few occasions, female variance is 
larger in absolute terms than male variance.

As can be seen in Table 2, the general pattern of greater variance for males changes, 
sometimes substantially, according to the domain or the educational level or between 
the IEA and the OECD. For instance, in reading, male variance is significantly greater 
than female variance in 238 (or 58 %) of the 410 cases. This proportion is larger than 
that observed for science (49  %) and for mathematics (42  %). Males at the secondary 
level more often (in 54 % of the cases) present a significantly larger variability than males 
at the primary level of education (30 % of significant gender difference at this level). In 
terms of the agencies organising the surveys, PISA surveys present much more variance 
ratios greater than 1 (64 %) than the IEA surveys (33 %).

The high proportion of variance ratio greater than 1 does not inform how much larger 
the variance for the male subpopulation is compared to the variance of the female sub-
population. On average, for all studies and countries, the variance ratio is 1.14. This 
means that on average, male variance is 14  % higher than female variance. Variance 
ratios range from 1.08, for PIRLS 2006, and 1.22, for PISA 2012, again in reading.

The variance ratios do not change much according to the content assessed, nor accord-
ing to the agency organising the survey. There is almost no difference between educa-
tional levels in science and mathematics. In reading, however, the mean variance ratio at 
the primary level is 1.09 and increases to 1.19 at the secondary level.

Looking at the year of the surveys, no clear trend appears, either by content area or 
organisation.

One main finding emerges from this analysis: there are almost no exceptions to the 
higher male variance. The differences between content areas, educational levels, organi-
sations, and surveys are quite slight, except for the difference between PISA and PIRLS 
in reading. One can just notice that the smallest variance ratio is found in primary read-
ing, computed on PIRLS data, while the largest is also in secondary reading, computed 

N number of participating countries, >1* proportion of countries where the variance ratios are significantly greater than 1 
(significantly greater for males), >1 proportion of countries where the variance ratios are greater than 1, but not significantly, 
<1 proportion of countries where the variance ratios are lower than 1, but not significantly, <1* proportion of countries 
where the variance ratio significantly lower than 1 (significantly greater for females), VR mean variance ratio (>1 greater for 
males), and its standard error (SE)

Table 2  continued

Content Level Orga. Study N >1* 
(%)

>1 
(%)

<1 (%)<1* 
(%)

VR (SE)

 Mean science primary 123 33 59 8 0 1.13

 Mean science secondary 499 51 41 8 0 1.14

 Mean 1654 48 44 7 0 1.14
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on PISA data. This result might suggest that in reading the gender difference in variabil-
ity increases with student age.

Nowell and Hedges (1998) found a strong correlation (0.74) between the variance ratio 
and the effect sizes of the mean gender difference. We also computed this correlation. 
With the data used in this study, the correlation is 0.42. It is worth noting that it ranges 
from 0.50 (for the correlation between the variance ratio and percentile 5) to 0.31 (for 
the correlation between the variance ratio and percentile 95). This indicates that the 
more males’ scores vary compared to females’ scores, the larger the difference between 
males and females at the lower end of the distribution.

Discussion
Consistent with Hill et al.’s (2008) results, effect sizes on the means differ for different 
types of outcomes and for different levels of education. At the international level, gender 
differences in reading are higher than gender differences in mathematics and science, 
which was also found for the U.S. with NAEP data (Hill et al., 2008). In reading, gender 
differences increase with age, which was also found by Hill et al. (2008). In mathemat-
ics and science, gender differences increase slightly with age, which was unclear in U.S. 
data. Yet, the values of effect sizes found with international data are pretty close to those 
found with U.S. data.

This study has also shown that reporting gender differences from central tendency 
statistics only is misleading, because gender differences at the extreme tails of the dis-
tribution can be quite different from what is observed with central tendency indices. 
In mathematics, the effect sizes of the mean gender difference are on average close to 
zero. However, a thorough analysis of the distributions reveals that males consistently 
outperform females at the highest levels. In science, the effect sizes of the mean gender 
difference are also close to zero, at both the primary and secondary level of education 
(with the exception of TIMSS 2003, population II). Nevertheless, at the higher end of the 
score distribution, an advantage for boys is consistently found. As in mathematics, male 
advantage in science is about twice as high at the upper end of the distribution than on 
the mean. In reading, while females’ higher performance is already noticeable from the 
central tendency statistics, examining the lower tail of the distribution shows that the 
high percentage of low-performing boys is far more of an issue than the relative lack 
of highly proficient male readers. The effect size of the mean gender difference is equal 
to 0.34 on average, in favour of females. This gender difference is important enough to 
focus the attention on boys’ underachievement in reading. However, looking at the tails 
of the distribution helps us to understand better what is going on. At the higher end of 
the score distribution in reading, there is still a gender difference in favour of females, 
but this is slightly reduced compared to the mean effect sizes (for instance, for percentile 
95, the average effect size is 0.23). At the lower end of the distribution, the magnitude of 
the effect sizes is far more striking. At percentile 5, it averages at 0.45, ranging from 0.28 
at the primary level to 0.56 at the secondary level. It is worth adding that Johnson (1996) 
and Elley (1992) found that the gender difference in reading decreased between pri-
mary and secondary education. The data we used are consistent with Hill et al.’s (2008) 
results, showing that nowadays the gender gap in reading increases with age. This means 
that male underachievement in reading is mostly due to the underperformance of the 
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weakest males. It also means that most readers at risk are males and that their situation 
is much more problematic than that of females.

Concerning the variance, the results confirm what Feingold (1992) called the “unex-
pected stability of the male variability”. It is worth highlighting that there are no 
exceptions to the greater male variance ratio: in nearly all cases, males present higher 
variability than females. This conclusion confirms the findings of Nowell and Hedges 
(1998) with regard to the U.S. 12th grade population, where a greater variance for the 
males was observed in almost all cases.

The greater male variance does not depend on the content area, the educational level 
and the survey characteristics, even if the greater male variance is slightly higher in read-
ing than in mathematics and science at the secondary level rather than at the primary 
level, and in PISA surveys compared to IEA surveys.

As did Nowell and Hedges (1998), we also found a correlation between the variance 
ratio and the effect sizes of the mean gender difference, indicating that largest differ-
ences in variance are associated with larger mean differences.

Limitations

Some trends have been observed, as well as some evolution by educational levels. How-
ever, conversely in mathematics and in science, these results in reading are based on 
surveys conducted by two agencies with different definitions of the target population 
(age- versus grade-based sample). With PIRLS 2006 and PISA 2009 data, we compared 
gender variability and differences at the extreme tails for the whole samples and for sub-
samples of expected age and grade. From this analysis, we conclude that the population 
definition does not explain the large difference between IEA and PISA in reading. Analy-
ses available on request show also that the kind of countries (industrialized countries 
versus developing countries) involved in the surveys did not influence the proportion of 
countries where males’ variance ratios are significantly larger than females’. Therefore, 
more work is required to disentangle the effect of the methodological choices to fully 
understand and reach firm conclusions about the cross-time trends of gender differ-
ences in variability and at the extreme tails of the distributions.

This study only focuses on the description of the gender differences; it does not try 
to understand the origin or the consequences of the larger variability of the male dis-
tribution. It would be worth investigating non-cognitive outcomes such as engagement, 
intrinsic or instrumental motivation, and self-efficacy in the same perspective.

Conclusions
This study examined gender differences in variance and at the extreme tails of the score 
distribution in reading, mathematics and science. Ten databases from IEA and OECD 
PISA surveys were used to analyse such gender differences in an international perspec-
tive since 1995. The main results may be summarised in three points. (1) Gender differ-
ences vary by content area, students’ educational levels, and students’ proficiency levels. 
The gender differences at the extreme tails of the distribution are often more substantial 
than the gender differences on the mean. (2) Exploring the extreme tails of the distribu-
tions shows that the situation of the weakest males in reading is a significant issue. In 
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mathematics and science, males are more often the best-performing students. (3) The 
“greater male variability hypothesis” is confirmed.

These findings are of key importance for ensuring gender equity. On the one hand, 
the situation of males at the lower end of the reading distribution is a matter of particu-
lar concern, since reading is a key and basic competence in educated societies. On the 
other hand, in mathematics and science, males perform better than females at the upper 
end of the distribution. Although the magnitude of this difference could be described as 
“small” (according to Cohen’s categorization), it should be considered carefully, in view 
of the lower proportion of women in science and mathematics in college and in corre-
sponding professional careers.

These findings of differentiated results at the extreme tails of the distribution in dif-
ferent academic content areas call for overall consideration of the way that males and 
females are grouped, tracked, retained, oriented and selected in education systems. Such 
an inquiry would have to include individual teachers themselves, since some research-
ers have found that scripts were assessed differently according to the gender of the stu-
dent. For instance, Lafontaine and Monseur (2009b) have shown with an experimental 
study and with PISA data that high achievers in mathematics tend to be overestimated 
when males, and underestimated when females, and, conversely, low-achieving males 
tend to be underestimated while low-achieving females tend to be overestimated. It is 
interesting to note that data on teachers’ evaluations in mathematics support findings 
from external assessments in accordance with greater male variability and with the low-
est proportion of females at the highest level of the math proficiency distribution. Fur-
ther research is needed to extend these results to other content areas, particularly to 
reading, where teachers’ gender-related expectations may differ substantially from their 
expectations in mathematics, and in physical sciences where teachers’ gender expecta-
tions should go in the same direction as in mathematics.

The asymmetry of male and female achievement and the multiplicity of sources of 
gender inequality undoubtedly imply mixed and complex solutions. Achieving gender 
equity does not mean achieving some utopian notion of strict gender equality in all 
domains and situations, but deciding on which gender inequalities are unfair, and pri-
oritising the detection and suppression of such unfair situations (EGREES 2005). The 
literature and our results suggest an improvement for the weakest and the ‘average’ girls 
over the last decades. Why then is gender equality still not achieved at the highest levels? 
This questions the role of education, and in particular the role of the school in maintain-
ing gender inequalities, and in the orientation process. Are students still partly oriented 
on a gender basis in the most demanding courses? It is likely that an unknown propor-
tion of girls may make the decision to not engage in science- and mathematics- related 
fields of study for prioritizing their future family. However, it is also likely that others do 
not consider these fields as options for girls. How many will be advised by their teachers 
to simply consider it as a possibility? Regarding the possibilities for boys, although many 
efforts are made to enhance the reading performances of the struggling readers, policy 
initiatives specifically designed to close the gender gap in reading are rare, or may not 
exist in some countries (Brozo et al. 2014). The reading gender gap along the achieve-
ment continuum, as well as the unacceptable situation of the weakest boys, is an argu-
ment for the institutionalization of “boy- friendly” curriculums. Brozo and colleagues 
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(2014) suggest working on the diversity of the reading material provided at school to 
retain boys’ interest, supporting boys’ use of digital texts and alternative media, involv-
ing significant male models in reading activities, and focusing on practices that promote 
boys’ reading engagement.
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