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Causality is a complex and multifaceted concept that has been debated by philosophers 
for centuries. Democritus (460BC-370BC) is credited with saying he would rather dis-
cover one true cause than gain the kingdom of Persia. Despite its complexity, causality 
remains central to how we reason about our world and our ability to predict, control, and 
respond to events. It is also widely used in scientific research where it functions as a foun-
dation for understanding the interconnectedness of variables and phenomena.

In the field of education, there has been a decades-long focus on evidence-based 
approaches, often underpinned by a desire to discern the underlying cause to improve 
outcomes or ‘what works’ for interventions within educational systems. Partly, this can 
be explained by the desire of policymakers to understand what they need to do to influ-
ence positive, systemic change. For example, Goldacre’s (2013) “Building Evidence into 
Education” policy whitepaper, published by England’s Department of Education, exem-
plifies this desire for more ‘scientific’ approaches to education research. Similarly, the 
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establishment of the What Works Clearinghouse in the US in 2002 aimed to gather in a 
central repository scientific evidence on ‘what works’ in education programs, products, 
practices, and policies. Subsequently, there has been an increased interest in making 
causal inferences using international large-scale assessment (ILSA) data. ILSAs, which 
are periodic, comparative assessments of educational achievement, have been present in 
educational research and policymaking since the 1960s and were originally designed to 
empirically examine and compare educational systems around the world. However, we 
argue that the nature of ILSA data generally precludes causal inferences no matter the 
political pressure to make causal claims in the pursuit of data-driven policy. This pres-
sure to make causal claims with ILSAs is deeply rooted in the political and economic 
realities that shape educational systems worldwide. As policymakers and stakeholders 
increasingly demand concrete evidence to guide their decisions, the allure of causal 
inferences derived from ILSA data is becoming more evident in research and policy 
communities.

In this paper we aim to scrutinize claims of causality—a concept of paramount impor-
tance in both the social sciences (Murnane & Willett, 2010; Russo, 2009; Shadish et al., 
2002), public policy (Athey & Imbens, 2017; Stone, 1989) and statistics (Holland, 1986)—
within the context of ILSAs. Specifically, this paper challenges the use of ILSA data to 
draw causal inferences, because we contend that it overlooks the fundamental limita-
tions and assumptions inherent in ILSA data. Our critical analysis illuminates the meth-
odological constraints undermining causal claims derived from ILSA datasets including, 
but not limited to, effects of country heterogeneity and assessment standardization. The 
paper is organized as follows: First, we provide a concise overview of causality within 
the context of ILSAs, followed by an overview of randomized control trials and quasi-
experimental designs. Subsequently, we analyze two quasi-experimental studies in the 
field of education, which we believe exemplify the potential of these designs. These stud-
ies are then juxtaposed with three quasi-experimental studies that utilize ILSA data that 
feature substantial limitations to making causal inferences. Finally, we suggest a frame-
work to critically evaluate quasi-experimental designs using ILSAs and advise caution in 
employing ILSA data under current designs for making causal inferences.

Background: causality in ILSAs
To begin, we first define what we mean by causality. In both the social and physical sci-
ences, causality is conceptualized as a relationship between variables wherein a change 
in one variable (the cause) is understood to induce a change in another variable (the 
effect). This causal relationship is typically established through empirical evidence and 
rigorous testing (Pearl, 2009). Furthermore, in most cases, the cause must temporally 
precede the effect and the occurrence of the cause should reliably lead to the occurrence 
of the effect (Shadish et al., 2002). Additionally, the identification of a ‘cause’ must elimi-
nate other plausible alternative explanations for the observed relationship, ensuring that 
the connection between cause and effect is both direct and unambiguous (Pearl, 2009; 
Shadish et al., 2002). This rigorous approach to establishing causality is fundamental as 
it underpins the validity and reliability of scientific findings. We now turn to causality in 
the ILSA setting.

Well-designed ILSAs have well-developed frameworks, carefully researched and eval-
uated instruments, and innovative sampling schemes that produce educational data 
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from representative samples of students and schools in participating countries. Nev-
ertheless, the low-stakes, observational, cross-sectional nature of these studies makes 
drawing causal inferences a challenge. Proponents of causal inferences using ILSA data 
advocate for their use in a quasi-experimental design framework, such as Rubin’s (1974, 
2005) Potential Outcomes Framework (POF) to isolate causal effects. Importantly, as we 
will discuss, quasi-experimental methods rely on stringent and, in some cases, untest-
able assumptions and not meeting these assumptions necessarily compromises associ-
ated inferences.

A significant obstacle to drawing causal inferences in ILSA studies is the inherent het-
erogeneity of educational systems, which vary widely in cultural, economic, geographic, 
and linguistic aspects. This diversity introduces a multitude of confounding factors 
that can influence relationships within and across these systems, thereby rendering any 
claims highly context specific. Compounding this issue is the standardization of assess-
ments across diverse systems often strips away the unique contextual elements essential 
for isolating causal effects. As a result, a causal inference made in one country may not 
be applicable, ipso facto, to another, due to the discordance between the homogenizing 
nature of standardized assessments and the heterogeneous realities of the educational 
environments they aim to measure. Although we are not claiming that causal inferences 
are a totally unreachable goal, as we discuss subsequently, causal inferencing is only 
plausible in limited circumstances and, even then, the untestability of some assumptions 
leaves inherent doubt in the validity of any causal claim in most situations.

For these reasons, causal inferences have long been viewed skeptically in the ILSA 
context. For example, Andres Schleicher, Director for the Directorate of Education 
and Skills at the OECD and one of the developers of PISA, claimed that PISA “cannot 
identify clear-cut cause-and-effect relationships” (2009, p. 252). In addition, Singer and 
Braun (2018) argue that isolating causal effects from ILSAs is frustratingly challenging 
and ill advised (see also Braun & Singer, 2019). And, in a similar vein, Carnoy (2015) 
concludes, “cross-sectional surveys such as the TIMSS and PISA are not amenable to 
estimating the causal effects of school inputs on student achievement gains” (p. 10). 
These perspectives underscore the inherent complexities in drawing causal conclusions 
from ILSA data, highlighting the need for caution and critical analysis when interpreting 
these assessments in the broader context of educational research and policy.

Despite a precedent for avoiding causal claims with ILSA data, in recent years there 
has been a growing interest in doing so (Cordero et al., 2018; Komatsu & Rappleye, 
2021). Recent initiatives reflect this trend; for example, the European Commission 
funded a project aimed at making causal claims using ILSA data (European Commission, 
2018). Furthermore, in a review of academic research that attempted to make causal 
claims with ILSA data Cordero et al. (2018) found that the “number of [such] studies has 
increased substantially” from 2004 to 2016 (p. 28). Scholars (See Chmielewski & Dhuey, 
2017; Cordero et al., 2018) and organizations that design, administer and collect this 
data (See Kennedy et al., 2023) are increasingly gravitating towards causal inferencing, 
reflecting the broader trend in education research toward data-driven decision making. 
For example, testing organizations like the International Association for the Evalua-
tion of Educational Achievement (IEA) offer quasi-experimental design workshops that 
encourage the research and policy community to design studies aimed at making causal 
claims with ILSA data (Kennedy et al., 2023).
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Yet, the assumption that causal mechanisms identified through ILSAs are universally 
applicable is contentious. This is where Hume’s Guillotine becomes pertinent: it posits 
that descriptive statements (“is”) cannot directly lead to prescriptive or normative state-
ments (“ought”). For instance, while a causal link might be established, such as private 
tutoring leading to higher TIMSS scores in Singapore, this doesn’t imply a universally 
applicable policy for different contexts like the United States or South Africa. The chal-
lenge lies in ensuring the validity of causal interpretations for each unique policy con-
text (see Shadish et al., 2002). Next, we briefly describe RCTs, the gold standard for 
establishing causality. We include this discussion as RCTs form the foundation for the 
quasi-experimental methods which are most often used in attempts to establish causal-
ity withing ILSAs.

Randomized control trials
Unlike ILSA study designs, RCTs are purposefully designed to establish causal rela-
tionships, thus offering a unique lens for assessing the efficacy of educational interven-
tions and policies. Initially developed in the medical sciences to detect treatment effects 
through blinding and control groups (Meldrum, 2000), RCTs have been adapted for 
social science research, particularly in education, to test the impact of various interven-
tions or treatments. The fundamental principle behind RCTs is randomization, which is 
a process designed to minimize selection bias, enabling researchers to isolate the effect 
of the intervention from other factors. Randomization ensures that both observed and 
unobserved characteristics are evenly distributed across groups, making the only sys-
tematic difference between them the intervention itself. Key assumptions underpinning 
the validity of RCTs include the Stable Unit Treatment Value Assumption (SUTVA), 
which posits that the outcome observed in one individual is not affected by the treat-
ment status of another individual. Ignorability, or the assumption that treatment assign-
ment is independent of potential outcomes, is also crucial. This means the likelihood of 
receiving treatment is not influenced by the potential outcome it produces. Homogene-
ity and additivity are additional assumptions. Homogeneity implies that the effect of the 
treatment is consistent across different subjects, while additivity suggests that the effects 
of the intervention and other factors influencing the outcome add up linearly. The non-
attrition assumption is vital too, implying that participants do not drop out of the study 
in a way that systematically differs between the treatment and control groups.

These assumptions have been put to work in a variety of ways. Perhaps one of the most 
ambitious has been the experiments conducted in the English education system. Sims et 
al. (2023) estimate that the Education Endowment Fund (EEF) in England has commis-
sioned more than 157 randomized experiments since 2010 looking at interventions such 
as the use of one-to-one numeracy support by teacher assistants for struggling students 
(Hodgen et al., 2023); the use of financial and experiential incentives to improve Year 
11 student motivation in deprived schools (Sibieta et al., 2014) and the impact of dia-
logic teaching on student achievement (Jay et al., 2017). Ultimately, however, the effects 
of these RCTs have been underwhelming for both research and policy makers (Lortie-
Forgues & Inglis, 2019). In fact, despite the methodological promise of establishing 
causal relations, in practice confidence has been hard to guarantee and most effect sizes 
are small. For example, Kraft (2023) found that in randomized control trials focusing on 
educational interventions with standardized achievement outcomes, 36% of the effect 
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sizes were smaller than 0.05 standard deviations. With similar findings in the UK, Sims 
et al. (2023) concluded that “quasi-experimental methods and multi-site trials will often 
be superior for informing educators’ decisions” (n.p.).

One significant challenge in conducting RCTs in educational settings is the variability 
of individual responses to interventions. This variability can make it hard to detect the 
average effect of the intervention. Issues of treatment compliance and participant drop-
out rates further complicate the matter, potentially biasing the results. In response to 
these limitations, the field of educational research has moved toward quasi-experimen-
tal designs as they offer more practical means to establish causal inferences, especially 
in contexts where conducting RCTs might be impractical or unethical. These designs, 
while not as rigorous as RCTs, can still provide valuable insights into the effectiveness of 
educational interventions.

Quasi-experimental designs
Quasi-experimental designs are research methods that aim to evaluate causal rela-
tionships using observational data, in scenarios where true experimental designs, like 
randomized controlled trials, are not feasible. These designs typically leverage natural 
experiments or existing variations in conditions, such as differences in policies across 
regions or time, to infer causal effects. Key to their implementation is identifying a cred-
ible counterfactual scenario. This allows researchers to approximate the conditions of 
a controlled experiment by assuming that the observed outcomes would have been the 
same in the absence of the treatment or intervention, controlling for potential confound-
ing variables.

Like RCTs, quasi-experimental designs rely on stringent theoretical frameworks and 
assumptions to support causal inference. Notably, Donald Rubin’s and Judea Pearl’s work 
(see Pearl, 2009; Rubin, 1974) has provided rich foundations for causal reasoning in the 
absence of randomization. These frameworks emphasize the need for high quality data 
and the importance of controlling for confounding variables, acknowledging collider 
variables (Pearl, 2009), and utilizing statistical techniques such as matching and instru-
mental variables to mimic the conditions of an RCT (Pearl & Mackenzie, 2018). Yet, the 
application of these techniques is complex and requires meeting strong assumptions 
about the underlying data, how the variables map onto theory, and causal relationships. 
Even small deviations from these assumptions can lead to biased and misleading conclu-
sions (Russo, 2009).

Building on Neyman’s (1923) foundational work, Rubin developed and popularized 
the POF. This framework, when all assumptions are met, allows for causal inferences 
without an RCT. Within the POF, for each unit under study, there are two potential 
outcomes: the outcome if the unit is treated (often denoted Yi(1)) and the outcomes if 
the unit is not treated (denoted Yi(0)). The causal effect for unit i is then defined as the 
difference between these two potential outcomes: (Yi(1) − Yi(0)). However, a significant 
challenge arises because, for each unit, only one of these potential outcomes can be 
observed, depending on whether the unit is treated or not. This leads to the ‘fundamen-
tal problem of causal inference’ - the inability to simultaneously observe both potential 
outcomes for any single unit, resulting in an inherent missing data problem. The unob-
served potential outcome must be inferred from the available data. Rubin and others 
have suggested various methods to address this challenge, all operating under the POF. 
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These methods aim to estimate the unobserved potential outcomes as accurately as pos-
sible, thereby enabling researchers to draw causal inferences from non-experimental 
data. This approach has become increasingly important in educational research, where 
the practicalities and ethics of conducting RCTs can often be prohibitive.

Given that quasi-experimental designs strive to emulate the methodological rigidity 
of RCTs, it follows that the initial assumptions governing RCTs are equally pertinent. 
Accordingly, within POF it is only when these assumptions are satisfied that quasi-exper-
imental techniques can be used to approximate the conditions of a randomized trial and 
provide credible causal estimates. In fact, the assumptions must be carefully considered 
and justified, and sensitivity analyses is often necessary to help gauge the robustness of 
the results to potential violations. It is this interplay of theoretical robustness and practi-
cal complexity that makes POF both a powerful tool and a subject of ongoing investiga-
tion and refinement.

Of course, applying the POF to the complexities of international educational systems 
and ILSAs is far from straightforward; it is an intellectual exercise marked by nuanced 
complexities and inherent challenges. One significant challenge is the assumption of no 
hidden variation in treatments, as outlined in the SUTVA. This assumption implies that 
the treatment is uniform and consistent across all units, yet the heterogeneous nature 
of international educational systems, each with unique cultural and socio-economic 
characteristics, complicates this assumption. Consider the example of a policy aimed at 
reducing classroom sizes, anticipated to yield uniform educational benefits. This policy’s 
effectiveness can vary significantly due to cross-country pedagogical differences linked 
to class size. For instance, in the United States, smaller classroom sizes might be val-
ued for providing individualized instruction, whereas in Japan, larger classroom sizes are 
often normalized and not necessarily viewed as detrimental (Ehrenberg et al., 2001). This 
variation in pedagogical approaches and perceptions of classroom size across countries 
represents a form of hidden variation in the treatment (classroom size reduction policy) 
itself. Even within a single country, such a policy could manifest differently in urban and 
rural settings, further illustrating the challenge of ensuring homogeneity in the applica-
tion of the treatment. If these variations in how the treatment is implemented or per-
ceived are known but cannot be statistically controlled, it constitutes a violation of the 
homogeneity assumption of SUTVA. In such cases, it is the responsibility of researchers 
to demonstrate that this variation does not substantively bias the results of the study.

Defining “treatment” within the context of ILSAs also introduces ambiguity, with the 
multifaceted nature of interventions aligning imperfectly with POF’s binary framework. 
For instance, even teacher credentials and qualifications – although the same in name 
(e.g., a bachelor’s degree in education) – can vary in kind across country. Whether focus-
ing on a teaching method, curriculum innovation, or policy change, this ambiguity may 
lead to inconsistencies, weakening the model’s findings. Generalizability concerns also 
arise, where extending findings from one context to another within the diverse land-
scapes of ILSAs becomes perilous and fraught with quandaries. A literacy program, for 
example, successful in one cultural setting, might falter in another due to the myriad 
variables at play such as cultural factors on how parents engage with their children or 
structural language differences.

The variance in the standardization of educational assessments across different lan-
guages and cultures, emerges as a significant hurdle within ILSAs, where translation or 
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differences in conceptual understanding serve as two examples. This misalignment can 
subtly introduce bias into causal estimates, undermining POF’s foundational assump-
tions. Ethical considerations should not be overlooked either, as rigid adherence to POF 
may eclipse the human stories, values, and traditions that infuse the educational land-
scape, leading to an inadvertent overlook of the complex human and social dimensions 
of education. In the quest for methodological rigor through standardization, we may 
compromise the very causal inferences we seek to draw, specifically those grounded in 
POF. The crux of POF hinges on capturing the heterogeneity within the data, allowing 
for detailed understandings of causal relationships. However, the act of standardization 
in ILSAs could inadvertently smooth over this heterogeneity, thereby creating an illu-
sion of uniformity where none exists. This is not a mere academic dilemma but a critical 
issue. The standardization, although useful for generalizations, masks the heterogeneity 
of human stories, values, and traditions that define educational experiences across dif-
ferent cultures and social settings. In other words, the standardization efforts in ILSAs—
though necessary due to their aim to create universally understandable and applicable 
questions—can inadvertently introduce bias into causal estimates. This is not only a vio-
lation of POF’s foundational assumptions but a misstep that can lead to policy recom-
mendations which are empirically flawed as they do not respect human and contextual 
differences. Thus, ILSAs are stuck in a paradox: the very efforts to standardize and make 
“objective” comparisons across diverse educational landscapes may be the thing the pre-
vents valid quasi-experimentation.

In the context of assessing the rigor and validity of quasi-experimental designs, par-
ticularly in the domain of educational assessment, the principles made clear by Mur-
nane and Willett (2010) offer a foundational framework. These principles encapsulate 
critical aspects of experimental integrity, starting with the clear definition of the study’s 
participant population, ensuring that the individuals involved are representative of a 
broader, explicitly defined group. This is complemented by the second principle, which 
emphasizes the necessity of having explicit and well-defined experimental conditions. 
This involves a clear delineation of what constitutes the treatment and control scenar-
ios, crucial for maintaining the study’s structural clarity. The third principle centers on 
the equivalence of groups in expectation, approximating the conditions of randomiza-
tion, thereby addressing potential confounders and biases in group selection. Finally, the 
fourth principle highlights the importance of measuring outcomes that are directly and 
sensitively responsive to the treatment, ensuring that the study’s findings are both rel-
evant and accurately reflective of the intervention’s impact. Together, these principles 
form a cohesive guide for assessing the quality and credibility of quasi-experimental 
research, setting a benchmark against which such studies can be rigorously evaluated.

Building upon the foundational principles articulated by Murnane and Willett (2010), 
we now turn our attention to exemplars within the realm of quasi-experimental research 
in education. This segment of our exploration is dedicated to showcasing how, despite 
the inherent complexities and challenges associated with quasi-experimental designs, 
certain studies have managed to harness the potential of this approach, yielding insight-
ful and robust findings. The selected studies stand out not merely for their methodologi-
cal rigor but also for their clever utilization of sources of random or exogenous variation, 
a cornerstone in approximating the conditions of randomized controlled trials (RCTs). 
By reviewing these studies, we aim to highlight situations in which quasi-experimental 
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research can transcend its limitations and offer meaningful contributions to our under-
standing of educational phenomena. Thus, we proceed with a focused analysis of two 
high-quality papers, each embodying the essence of what can be achieved through care-
ful design and execution.

Study I: private school lottery study

A school choice study found that attending a private school on a public voucher in Loui-
siana resulted in reduced math, science, and social studies test results (Abdulkadiroğlu 
et al., 2018). The authors analyzed a program that provided vouchers to low-income 
children attending underperforming public schools, with eligibility set at family incomes 
below a given threshold, allowing them to attend private schools of their choice. Exog-
enous variation came from the fact that from 2012, the program was oversubscribed, 
and a lottery was used to award vouchers. This study used an instrumental variable 
approach, where the instrument was whether or not the student was offered a voucher. 
The authors employed a standard two-stage least squares approach where first, the prob-
ability of using a voucher was modeled as a function of a voucher offer and a collec-
tion of covariates. Second, the estimated probability of use was used as a predictor in an 
equation for scores on a standardized test.

In this study, the population was defined as lottery voucher applicants, which were 
mostly low-income minority applicants. The experimental conditions are whether the 
student did or did not attend a private school on a voucher. Given a reasonable assump-
tion that the lottery was random and fair, the authors further demonstrate a good 
balance across covariates, satisfying condition 3. Finally, test scores on the state stan-
dardized assessment in math, English language arts, science, and social studies serve 
as the outcome, the fourth quality condition is met1. The authors follow up the main 
analysis with a series of robustness checks and supplementary analyses to find alterna-
tive explanations for the decline in achievement. Using logic supported by empirical 
evidence, the authors conclude that, due to structural factors, selection of poor-quality 
private schools into the lottery scheme was a reasonable explanation and that findings 
were robust.

In this study, the methodological rigor is evident in how it aligns with Murnane and 
Willett’s principles, particularly using a lottery system as a source of exogenous varia-
tion, reasonably ensuring randomization and thereby satisfying the condition of creat-
ing groups equal in expectation. The clarity in defining the participant population and 
experimental conditions, along with the measurement of specific, relevant outcomes, 
further exemplifies the study’s adherence to these principles. However, when we pivot 
to research utilizing ILSA data, which we do subsequently, the landscape shifts signifi-
cantly. The structured design and conditions evident in the Abdulkadiroğlu et al. (2018) 
study stand in contrast to the complexities and constraints inherent in ILSA datasets. 
Unlike the controlled environment of a lottery-based voucher system, ILSA data often 
encompasses a wide range of uncontrolled variables and diverse educational contexts. 
This heterogeneity, while offering a rich tapestry of international educational settings, 
poses significant challenges in defining a consistent participant population, establish-
ing well-defined experimental conditions, and ensuring the equivalence of groups across 

1  Although scores on the test used in this study, the Louisiana iLEAP or LEAP, were not validated for this study, it is 
reasonable to expect that scores would be sensitive to differences in educational quality.
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different national and cultural contexts. Moreover, while the outcome measures in the 
Abdulkadiroğlu et al. study was directly linked to the intervention, ILSA data often 
include outcomes that may not be as sensitively attuned to specific treatments or inter-
ventions evident in a given context. As we explore studies employing ILSA data, these 
challenges and their implications for the validity and generalizability of findings will 
become increasingly apparent, underscoring the nuanced and intricate nature of con-
ducting quasi-experimental research within the realm of international education. Let us 
turn now to a second high-quality example.

Study II: school consolidation study

In a recent study of school district consolidation, the author found that theory-relevant 
student outcomes were not impacted by school district consolidation in North Caro-
lina (Chin, 2023). In this study, the author used several data sources at the school-level 
and county-level. From a national data source, these measures included demographic 
composition, student enrollment, measures of school segregation, measures of class and 
school size, and school expenditures, among others. As a measured outcome, the author 
also drew on the federal data source for longitudinal high school diploma rates at the 
district level. A second outcome is county-by-birth cohort crime rates.

The author uses a differences-in-differences design and an event study analysis to esti-
mate the effect of consolidation on school attainment, county crime rates, and other 
outcomes. As a first difference, the author uses outcomes in counties with consolidating 
districts before and after the event (consolidation). As a second difference, the author 
uses outcomes over time between treatment and control districts. Potential bias in the 
causal estimates is addressed with a two-stage estimation of the outcome as a function 
of a fixed effect for county and time. These county- and time-specific estimates are then 
used to estimate an adjusted coefficient of consolidation on the outcome of interest. This 
combined approach accounts for time-invariant differences between counties with and 
without consolidation, statewide shifts in outcomes over time, and bias that could stem 
from staggered rollout of consolidation. This final issue – although not formally testable 
– gets at the key parallel trend assumption that causal difference-in-difference estimates 
rely on.

In this second study, the population was defined as school districts in North Caro-
lina. The experimental conditions are whether a district did or did not experience a 
consolidation event. As noted above, the analysis strategy accounts for district-level, 
time-invariant differences and state-level, time varying differences, along with a reason-
able investigation of parallel trends, satisfying condition 3. Finally, the outcomes were 
substantiated with previous literature as theoretically relevant and sufficiently sensitive 
to the treatment, satisfying the fourth quality condition. Based on a series of robustness 
checks, the findings were consistent across different model specifications. Notable in 
this analysis was the merging of multiple datasets at the district level. A better approach 
would have been to merge data at the student level over time to estimate – at the stu-
dent level – the causal impact of consolidation; however, as we noted previously, this 
isn’t often possible, due to privacy concerns, limiting the nature of the inferences to the 
district level. Given what is known about ecological fallacy (Robinson, 1950), the author 
is cautious to limit their interpretations to the appropriate level and avoid making infer-
ences at the student level.
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This study illustrates another high-quality application of quasi-experimental design 
principles in educational research. By employing a differences-in-differences approach 
and an event study analysis, the study navigates the complexities of assessing the impact 
of consolidation on student outcomes and county crime rates. The methodological 
approach, along with a careful selection of outcomes and the population under study, 
aligns well with the criteria set forth by Murnane and Willett. The study’s rigorous han-
dling of data, including the adjustment for county- and time-specific factors, and the dil-
igent application of robustness checks, further underscore its adherence to these quality 
conditions. Notably, the study’s prudent approach to data integration at the district level, 
while a necessity due to privacy concerns, highlights a common limitation in educational 
research—difficulty in obtaining and merging student-level data over time. In contrast 
to Chin’s work, research using ILSA data faces a distinct set of challenges, especially in 
the context of quasi-experimental designs. While the Chin study could control for a vari-
ety of factors at the district level and maintain focus on specific, localized conditions, 
ILSA data encompasses a vastly broader and more diverse range of educational contexts. 
This diversity, although valuable for cross-national comparisons, introduces significant 
complexities in defining a consistent participant population and establishing uniform 
experimental conditions both across and within countries and cultures. Further, the ano-
nymized nature of the publicly available data in most countries limit data merges to the 
country level. This limitation then further imposes guardrails on the level of inferences 
that can be obtained to the country or educational system.

Additionally, while the Chin study could rely on specific, theory-relevant outcomes, 
ILSA data often involves outcomes that may not be as directly linked to specific edu-
cational interventions, thereby complicating the measurement of treatment impact. 
Moreover, the broader scope of ILSAs can make it challenging to maintain the level of 
methodological rigor and precision required to establish causality and seen in studies 
like that of Chin, particularly when it comes to ensuring the equivalence of groups and 
the sensitivity of outcome measures. As we delve into examples of studies using ILSA 
data, these challenges will become more evident, underscoring the intricate balanc-
ing act of maximizing the rich potential of ILSA data while navigating their inherent 
limitations.

Quasi-experiments with ILSAs
Having considered the studies by Abdulkadiroğlu et al. (2018) and Chin (2023), two 
exemplars of careful, high-quality quasi-experimental designs, we now transition to 
a different facet of quasi-experimental research in education, one that leverages ILSA 
data. As previously noted, these assessments, encompassing data from numerous coun-
tries and educational systems, present a unique opportunity to explore educational 
phenomena on a global scale. However, they also introduce a set of complexities and 
methodological challenges distinct from those encountered in more localized studies 
and in studies where multiple data sources at varied levels can be combined to create 
the conditions for causal inference. Here, we critically examine how researchers navigate 
these challenges, particularly in terms of adhering to the quality conditions outlined by 
Murnane and Willett. Through this analysis, we aim to further our understanding of the 
capabilities and constraints of quasi-experimental research within the vast and varied 
landscape of international education.
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ILSA study I: school closure study

In a recent study, Kennedy and Strietholt (2023) examined the relationship between 
school closure due to the COVID-19 pandemic and reading achievement across 29 
countries. Using PIRLS data from two cycles from 2016 to 2021 and school closure 
data collected by the UNESCO Institute for Statistics (UIS), they applied a fixed effect 
approach. They exploited the interaction between a continuous school closure variable 
and a binary variable indicating PIRLS 2021. Thus, the authors compared the change in 
student achievement between PILRS 2016 and 2021 by the level of school closure across 
countries. In two separate models, they used five cycles of PIRLS since 2001 and control 
for baseline achievement levels that vary across countries. They found a negative school 
closure effect, which is larger for the socioeconomically disadvantaged and for those 
who do not have computer access. The results were consistent with different samples of 
countries and alternative measures of school closure (e.g., full or partial closure).

The study offers an important perspective on how trends in achievement across coun-
tries have changed before and after the COVID-19 pandemic. That being said, the data 
and method inhibit its power to prove cause and effect. One of the key limitations of 
the study to draw causal conclusions is that school closures were not exogenous across 
countries. Economically less developed countries had longer school closures. The cor-
relation between GDP per capita and the length of school closure is -0.4 across coun-
tries. In the absence of school closures, countries with longer school closures might have 
had a different achievement change because of disparities in economic development and 
associated educational factors across countries. Though these issues are not addressed in 
detail in the study, a simple trend analysis we plot in Fig. 1 indicates that countries with 
higher school closure days had a declining trend compared to countries with shorter 
school closures even before the school closure. This suggests the pre-trend between 
PIRLS 2011 and PILRS 2016 confounds the relationship of interest, the trend between 
PIRLS 2016 and PIRLS 2021 when school closures occurred. The study does not offer 
insights into the extent to which the method addresses this fundamental issue and 
whether it recovers causal effects. Therefore, the study fails to provide evidence on con-
dition 3 of Murnane and Willet: equivalence of groups in expectation. Methodologically, 
if data do not satisfy this assumption, named the parallel trend assumption in difference 
in differences literature, findings are susceptible to bias and should be treated as correla-
tional, only (Athey & Imbens, 2022). As discussed earlier, for instance, Chin shows that 
before school district consolidation, control and treatment groups had similar trends in 

Fig. 1  Trend in PIRLS scores over years and across countries by school closure during COVID-19 pandemic
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outcomes enabling the author to attribute the changes in outcome in the post-treatment 
period to the treatment effect, or lack thereof.

Difficulties in satisfying the equivalence of group in expectations are not unique to 
Kennedy and Strietholt`s (2023) school closure study but endemic to ILSA data. The 
underlying, fundamental limitation is that longitudinal studies integrate ILSA data at 
the country level (or use pooled individual data) since individuals are not followed over 
time. Those studies assume that countries with varying levels of treatment exposure 
are comparable in their outcome over time. Typically, they use country-fixed effects to 
eliminate unobserved time-invariant confounders (Cordero et al., 2018). The unit fixed 
effect is a useful approach to adjust for those confounders but does not ensure causality 
because it does not adjust unobserved time-varying confounders. Second, the unit-fixed 
effect comes at the expense of dynamic causal relationships (Imai & Kim, 2019). Regard-
ing the first one, researchers strictly lean on the assumption that there are no time-vary-
ing unobserved confounders, which is not easy to meet in ILSAs since social, economic, 
and educational characteristics of countries change over time. Given that at least a few 
cycles of ILSA are needed to construct reasonable panel data that covers at least 6 to 10 
years, satisfying no unobserved time-varying confounders is challenging. An additional 
challenge specific to ILSAs, incorporating time-varying variables relevant to causal rela-
tionships of interest is not easy. Country-level rich longitudinal data relevant to both 
treatment and outcome are not always readily available and not easy to collect. The sec-
ond assumption of causal unit-fixed effect models requires that past outcomes do not 
affect current treatment. Because country-level educational outcomes influence policy 
and intervention decisions, the outcomes in the previous cycles may be linked to the 
treatment of interest. Thus, researchers end up with multiple strong assumptions that 
are difficult to meet.

As we briefly touched upon the issues with country-level treatment measures, it is 
important to highlight that country-level measures omit within-country variation of 
treatment conditions and outcomes. For instance, Kennedy and Strietholt (2023) rightly 
acknowledge that country-level school closure data overlooks potential variations within 
countries. Because inferences at the country level usually do not align with inferences at 
lower levels, estimates from ILSA studies may not meet the fourth principle that high-
lights warranting that the findings are accurately reflective of the intervention’s impact. 
Unobserved heterogeneity in the treatment condition and differential effects across stu-
dents and schools may offset each other leading to ecological fallacy.

Regarding the above issues, whether the study is longitudinal or cross-sectional, 
leveraging external data is limited to the country level in ILSAs since the individuals 
and schools are unidentifiable in publicly available data. Therefore, the type of causal 
questions is bounded by certain, pre-determined variables in background question-
naires. Thus, overreliance on the causal claims with ILSA data may indeed undermine 
the value and richness of ILSAs. Because causality does not always ensure theoretical 
and practical relevance, overdependence on causality in ILSA may narrow the scope of 
potential research questions. Further, the pre-determined nature of ILSA data undercuts 
the ability to perform robust covariate adjustment techniques to mitigate selection bias 
when relevant. The rigor of commonly used adjustment approaches such as matching 
and weighting are bounded by available items in background questionnaires in ILSA that 
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may not always incorporate the most relevant variables, depending on the causal esti-
mate of interest.

Study II: private school study

Vandenberghe and Robin (2004) examined student achievement in private schools com-
pared to public schools in 31 countries and concluded that private education does not 
generate systematic benefits. The authors leveraged the instrumental variable approach 
by exploiting a binary school location variable (i.e., a big city with a population of more 
than 100,000 and 0 otherwise) in PISA questionnaires as an instrument. The motivation 
for using school location as an instrument was students in larger cities are more likely to 
enroll in private schools. Thus, in theory, the location variable should create randomiza-
tion and purge out the remaining non-random part of private school enrollment. Their 
study is one of the early applications of instrumental variables in ILSAs, influencing sub-
sequent studies that used a similar instrumental variable (Perelman & Santin, 2011; Pfef-
fermann & Landsman, 2011). Although the study offers useful information on whether 
and the extent to which student achievement differs in public and private schools across 
countries and incorporates other quasi-experimental approaches to compare results, the 
results do not warrant causality.

By the exclusion restriction assumption of the instrumental variable approach (Angrist 
et al., 1996), the relationship between school location and student achievement should 
be only through private school enrollment. However, there are a host of other fac-
tors that influence the relationship between school location and student achievement 
besides private school enrollment. PISA data shows that schools in urban settings have 
better educational resources, qualified teachers, and socioeconomically more advan-
taged students in most participating countries (OECD, 2012). Such evidence indicates 
that the instrument is endogenous and raises concerns about the validity of the instru-
ment. These issues create major threats to satisfying condition 3 of Murnane and Wil-
lett, which requires approximating the conditions of randomization, thereby addressing 
potential confounders and biases in group selection.

As demonstrated by the reviewed studies, there is a challenge in utilizing randomiza-
tion and examining causal relationships with ILSA data. This is mainly because, by their 
design, ILSAs focus more on systemic and structural issues whereas rigorous application 
of quasi-experimental methods focuses on the impact of specific policies and interven-
tions in a particular institutional context. In most cases, those studies take advantage 
of institutional, contextual, or policy-specific information to mimic experimental condi-
tions. For instance, school admission lotteries, arbitrary cut-offs in test scores to deter-
mine program participation eligibility or quasi-random variation in policy over time 
and across local or regional education agencies offer opportunities for researchers to 
utilize quasi-experimental methods. The question of whether ILSAs can incorporate 
such information in the future deserves a separate discussion but at least in their current 
form, their limitation to capture policy-specific and institutional information in the sub-
national units restricts their utility to make causal claims.

Additionally, Vandenberghe and Robin`s (2004) study also represents an example of 
the paradox of using data from standardized comparisons for valid quasi-experimen-
tal studies—an issue that we discussed earlier. Even though private schools are con-
sidered a uniform phenomenon across school systems, their organizational structures 
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considerably differ from country to country. In some school systems, private schools 
are exempt from most of the state regulations, in others, they are heavily regulated and 
mirror public schools in their organizational characteristics (OECD, 2012). In addition, 
there are in-between school types such as charter schools in the US, which are privately 
managed and publicly funded. Consequently, the treatment (i.e., private school enroll-
ment) and control (i.e., public school enrollment) conditions are not identical across 
countries. These kinds of cross-country differences even in fundamental phenomenon 
like private school definitions blurs the structural clarity of experimental designs in ILSA 
studies violating the second condition. Further, such an issue prevents the research from 
meeting a key assumption of SUTVA: no hidden variation in treatment. The unobserved 
variation in the treatment condition creates more than two potential outcomes, the core 
of POF.

Study III: early tracking study

One of the commonly examined issues with quasi-experimental approaches using ILSA 
data is early tracking (Cordero et al., 2018). As an example, Lavrijsen and Nicaise (2015) 
studied the effect of tracking student achievement inequalities by socioeconomic back-
ground in 33 countries and found that tracking exacerbates those inequalities. The 
authors applied a difference-in-differences approach to leverage the fact that students 
are educated in the same program at elementary school in all countries, but they are 
tracked at secondary school in some countries. Because PIRLS (4th grade) and PISA 
(15 years old) sampled students from elementary and mostly from secondary schools 
respectively, they pooled student-level data from those assessments to exploit variance 
in tracking over time and across countries. The underlying motivation was those who 
took PIRLS in 2006 and those who took PISA in 2012 were roughly from the same popu-
lation. For each country in the sample, they fit regression models to predict variance in 
reading achievement scores that is explained by socioeconomic background in PIRLS 
and PISA. Then, those variables are used as control and outcome variable in difference in 
difference estimation, respectively.

As commonly used by causal ILSA studies, combining achievement and survey results 
from different assessments to draw causal conclusions is problematic. The purpose and 
frameworks of those assessments such as PIRLS and PISA differ from each other. While 
PIRLS assesses the competencies concerning goals and standards for reading education, 
PISA does not focus on curricula. The estimates may be correlational rather than causal 
since the country-level change in the outcome from PIRLS to PISA is not necessarily the 
result of variables of interest but educational characteristics, instructional content, or 
other policies that change from elementary to secondary schools across countries. Fur-
ther, the test scores are not on the same scale, making comparison a challenge. Murnane 
and Willet underline the crucial role of measuring outcomes that are directly and sensi-
tively responsive to the treatment (fifth condition). These issues suggest that researchers 
need to take extra caution when they make causal claims using data from different tests 
as they face challenges to ensure that their treatment of interest is aligned with outcomes 
from different ILSAs simultaneously.

Finally, just because assessments such as PIRLS and PISA sample students from the 
similar birth cohorts does not mean those students are comparable over time. In fact, 
unless data are truncated at the fourth grade to ensure a common group of 15-year-olds 
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several years later (or truncated for 15-year-olds to ensure they are in a common grade), 
these cohorts are not the same. Further, because ILSAs only sample schooled students 
but not those who are not enrolled in schools for reasons such as drop-out, the sample 
in the early grades does not necessarily overlap with later grades. Lavrijsen and Nicaise 
(2015) do not consider that the characteristics of sampled students in PIRLS 2006 and 
PISA 2012 systematically differ from each other. For instance, the PIRLS 2006 sample 
covers most children in Hungary and Denmark, countries with and without early track-
ing policy, respectively. On the other hand, the PISA 2012 sample covers about 82% 
and 91% of the 15-year-olds in those countries, respectively (Martin et al., 2007; OECD, 
2014). The change in the sample characteristics between PIRLS and PISA may not be 
uniform across countries as the example indicates. Therefore, using an analytical sample 
from different assessments does not always ensure that the participants represent the 
broader group across measurement periods, establishing a threat to condition one of 
Murnane and Willet. This issue biases the treatment effect since the change in the out-
come might be a result of the changing sample characteristics.

Discussion
Using quasi-experimental design with ILSAs, as currently designed, presents a com-
plex web of methodological, ethical, and epistemological challenges. These challenges, 
which range from the difficulty of applying standardized measures across heterogeneous 
populations to the complexities inherent in the structure of ILSAs, defy straightforward 
resolution. In response to these challenges, if ILSA programs aspire to establish credible 
causal inferences, a more structured and collaborative strategy is required. This strat-
egy should involve defining a fixed set of causal questions rooted in educational theories 
and policy issues, ensuring their relevance and feasibility for quasi-experimental designs. 
Additionally, it necessitates concerted contributions from participating countries in 
selecting and agreeing upon the necessary variables for a robust quasi-experimental 
framework. Implementing such designs, while continuously evaluating and adapting to 
the dynamic nature of educational contexts, is crucial. However, this focused pursuit of 
causal inference will lead ILSAs away from their original mission. Traditionally, ILSAs 
have functioned as a global thermometer, measuring educational progress and chal-
lenges across diverse contexts. By shifting towards a design primarily aimed at causal 
analysis, ILSAs risk narrowing their scope and impact, potentially transforming from a 
comprehensive global educational barometer into a tool more specialized in addressing 
specific causal questions in education.

Moreover, the very idea of seeking causality at the international level warrants critical 
examination. While quasi-experimental designs are adept at tracing causal relationships 
when stringent assumptions are met, they often fall short in elucidating the underly-
ing ‘why’ and ‘how’ of these relationships. This limitation presents a significant episte-
mological challenge, particularly in translating controlled research conditions into the 
complex, dynamic realm of real-world educational settings, especially cross-nationally. 
When analysis occurs at the country level, the notion of using one nation as a counter-
factual for another becomes particularly problematic. Given the unique cultural, policy, 
and educational systems of each country, comparing them in a binary fashion oversim-
plifies the intricate reality of global education. This perspective heightens the complexity 
of applying the POF to ILSAs and raises fundamental questions about the methodology 
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and conceptual framework of comparative education. These considerations underscore 
the need for careful reflection on the direction and methodologies of ILSAs, particu-
larly in their endeavor to contribute meaningfully to the field of educational research 
and policy.

Pearl’s (2000) insight on causal analysis provides a critical perspective that resonates 
deeply with the challenges faced in integrating the POF with ILSAs. Pearl cautions 
against overreliance on statistical methods for causal inference: “But why would anyone 
play down the cautionary note of Rosenbaum and Rubin when doing so would violate 
the golden rule of causal analysis: No causal claim can be established by a purely statisti-
cal method, be it propensity scores, regression, stratification, or any other distribution-
based design” (p. 350). This statement underscores the inherent limitations of relying 
solely on statistical approaches in the complex landscape of ILSAs. The cautionary note 
Pearl strikes aligns with the challenges in applying quasi-experimental designs to ILSAs, 
where the diverse educational contexts and inherent variability defy straightforward sta-
tistical solutions. It reinforces the necessity of a multifaceted approach that combines 
statistical rigor with a deep understanding of the educational contexts and theoretical 
underpinnings, ensuring that causal claims are not only statistically sound but also con-
textually relevant and theoretically grounded.

Considering the framework proposed by Murnane and Willett, the complexities 
in adapting their principles to ILSAs become evident. Applying these conditions to 
ILSAs highlights significant hurdles. First, defining a ‘study population’ in the context 
of diverse and varied international educational systems is fraught with challenges. The 
heterogeneity of these populations often defies the standardization required for a clear-
cut definition, essential in quasi-experimental design. Second, establishing ‘well-defined 
experimental conditions’ in ILSAs is problematic. The varied educational policies, cul-
tural contexts, and implementation strategies across countries make it difficult to create 
uniform conditions that could be compared in a meaningful way. This issue is further 
complicated by the difficulty in ensuring that the groups in different experimental con-
ditions are ‘equal in expectation’, a critical requirement for mimicking randomization. 
The inherent diversity in educational systems and policies across countries makes this 
equivalence a challenging, if not impossible, task. Last, the measurement of ‘appropriate 
outcomes’ sensitive to the impact of treatment in ILSAs also poses a challenge. The vari-
ation in educational outcomes and how they are valued and measured across different 
cultures and education systems complicates the identification of universally applicable 
and sensitive outcomes to particular interventions.

We want to conclude by saying that, although we have very serious reservations about 
the ability to make causal inferences with ILSA data in most circumstances, we are not 
absolutists. First, a careful submission of a causal question to Willett and Murnane’s 
evaluative framework is a pre-condition for conducting any such study. Then, as we 
described above, examples of high-quality quasi-experimental studies using educational 
data are possible; however, many use enriched data that include census or register data 
with more comprehensive information. We can imagine, then, that with this additional 
data, it becomes plausible to merge data from individual countries or small sets of highly 
homogeneous countries in a way that supports causal inference. A second possibility is 
in a context where a natural experiment occurred, such as a lottery or similar. Although, 
as noted in our critique of the school closure study, even natural experiments are not 
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silver bullets and, to the extent possible, a careful analysis of assumptions should be 
undertaken. A third avenue for improved inferences could be in extending ILSAs into 
repeated measures or longitudinal studies, to track the same students over time.

Finally, we are not arguing against using quasi-experimental designs with ILSA data. 
Indeed, careful application of these methods can ensure that some alternative expla-
nations are excluded, or that possible confounding variables are included. In this chal-
lenging endeavor, rigorous quasi-experimental designs using ILSA data, when applied 
meticulously, can help to mitigate biases, and consider potential confounders, contribut-
ing towards more reliable conclusions. However, achieving unassailable causal inference 
remains a formidable task, underscoring the adage that in the realm of rigorous scien-
tific inquiry, particularly in causal inference, easy answers are rare, and the most valuable 
insights often require the most arduous journeys.
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