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Introduction
International large-scale assessments (ILSA) as comparative education studies have 
gained prominence in recent decades in global, national, and even local education 
debates (UNESCO, 2019). Such recent studies as Trends in International Mathematics 
and Science Study (TIMSS, e.g., Martin et al., 2020), Progress in International Read-
ing Literacy Study (PIRLS, e.g., Martin et al., 2017), and the Programme for Interna-
tional Student Assessment (PISA) date back in their origins to the 1950s and 1960s 
in which education became an active field of inquiry for all the social sciences and 
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thus comparative education began to make increasing use of the more mature and 
developed social science methods (Anderson, 1961; Henry, 1973). Since these early 
origins and the associated discussions in comparative educational science about dif-
ferent methodological approaches to the field (see. Henry 1973), methodology typical 
for each comparative educational study has evolved in the last few decades. For two 
decades, the OECD’s studies for the Programme for International Student Assess-
ment (PISA, e.g., OECD et al., 2009, OECD, 2012, 2014, 2017, 2021a) and the report-
ing of their results in a recurring three-year cycle have been a notable event in media 
coverage of widely discussed issues in secondary education (e.g., Grek, 2009). In addi-
tion to this media presence of international educational tests such as PISA, the com-
parison of one’s own country’s performance with that of countries with higher scores 
in particular not infrequently tempts political decision-makers to draw educational 
policy conclusions on this supposedly rock-solid empirical basis and to take ad hoc 
remedial actions that not infrequently turn out to be misleading in the long run (e.g., 
Singer & Braun, 2018).

Although from a methodological perspective, the study design of PISA, as well as 
TIMSS and PIRLS, cannot be termed panel or longitudinal studies, questions of devel-
opment trends are becoming increasingly prominent in the reporting and reception of 
ILSA results. They might be used to legitimize national educational reforms (e.g., Fis-
chman, 2019; Johansson, 2016; Grek, 2009). For PISA such trend observations are 
vindicated on the one hand despite cross-sectional but representative sampling of fif-
teen-year-old students at the respective survey period and on the other hand on the 
relative continuity about the type of data collected. The recurrent PISA results in the 
three core domains of reading, mathematics and science are therefore regarded as com-
parative trend indicators of the performance of the educational systems in the respec-
tive participating countries. Apart from the aspect that the resulting competitive horse 
race communication can be criticized as such (see Ertl, 2020), the question of how to 
methodically underpin the trend statements is therefore becoming increasingly impor-
tant (see Singer & Braun, 2018).

The present article aims to investigate to what extent different analytical decisions 
regarding item calibration, proficiency scaling and linking of the single ILSA rounds 
may lead to different statements concerning development trends within and between the 
participating countries. Specifically, using PISA data collected in the past 2003 to 2012 
rounds, we examine how different analytic choices in international comparative assess-
ment might contribute to contrasting conclusions about the country’s mean differences 
in mathematics literacy when examined cross-sectionally and by trend.

In detail, these analytical choices relate to the type of selection of country sub-sam-
ples for item calibration, considering three different options as factor levels. Second, 
the selection of the (link) item sample refers to two different sets of items used within 
PISA from 2003 up to 2012. Third, the estimation method of item calibration is varied by 
applying two different types of estimation methods. Furthermore, we consider two types 
of linking methods as a basis for the cross-sectional country comparisons and trend 
analyses. We consider these different analytical choices as potential sources to increase 
the methodological variance in scaling and data analysis, leading to statements deviating 
from the official reporting concerning the cross-sectional and trend estimates in PISA.
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For this purpose, we organized the present article as follows. First, an overview of the 
official methods for scaling the cognitive data in the PISA large-scale assessment (LSA) 
is given. The focus here is on the model and estimation method used for item calibra-
tion and scaling as well as the principle for linking different PISA rounds as it has been 
applied in PISA from 2003 up to 2012. We supplement this with some selected exam-
ples of empirical findings and theoretical considerations from the literature that criti-
cally address this ’official’ methodology used in reporting PISA outcomes so far. In turn, 
we investigate a strategy for reanalyzing the PISA database covering the cross-sectional 
assessment data from the beginning in the year 2003 up to the last paper-based PISA 
assessment in 2012. In the methods section of this paper, we also describe the extensive 
data preparation procedures in the form of a brief summary. This process of adapting 
and harmonizing the single cross-sectional data sets, which precedes the actual analysis, 
is necessary because the coding of student responses, the different naming of specific 
items with the same content, and the general handling of the data have been subject to 
numerous changes over the four PISA rounds. However, this adaptation and harmoniza-
tion is an essential prerequisite for the reanalysis of trend and cross-sectional analyses 
and may pose a potential burden to other researchers that should not be underestimated 
when dealing with historical data.

In addition, the four analytical decisions considered in the analyses are presented. 
Based on the findings from the literature, these analytic decisions refer to the selection 
of the (link) items, the selection of the calibration sample(s), the estimation method uti-
lized for item calibration, as well as the way of linking different PISA rounds. Finally, the 
results are discussed against the backdrop of the increasing influence of PISA results on 
policy decisions and longitudinal trend statements on the development of educational 
systems.

Principles in OECD calibration, scaling, linking and trend reporting for PISA 2003 – 2012

Since its first implementation in 2000, the analysis of the data collected in PISA has been 
based on scaling models from the item response theory (IRT). For the PISA rounds 2000 
up to 2012, the IRT base model used for item calibration and scaling principle is the 
partial credit model (PCM; Masters, 1982), which is an extension of the Rasch model 
(Rasch, 1960) for polytomous item responses. The probability of an answer to item i with 
Ki categories in category k ( k = 0, . . . ,Ki ) is given by

where θ is the unidimensional ability variable and dik is the difficulty of the k’th ’step’ of 
item i (see Masters, 1982 p. 172), with di0 = 0 , standardized at the sum over all catego-
ries of the exponent of the difference of θ and dih with h = 0, . . . ,Ki . The specific model 
used for the multidimensional IRT scaling of the PISA domains was the mixed coeffi-
cients multinomial logit model (MCMLM; Adams et  al., 1997), which can be seen as 
a generalization of the unidimensional PCM to model student ability in D correlated 
dimensions θ1, . . . , θD . In the MCMLM (see Adams et  al., 1997), the item response of 
item i in category k is modeled as

(1)Prob(Xi = k|θ) =
exp(kθ + dik)∑Ki

h=0 exp(hθ + dih)
,
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where ξ is the vector of estimated item parameters, which after reparametrization are 
the basis for the (mean) item difficulty δi (see Eq. 3 below), and known design matrices 
A and B containing all vectors aik and bik ( i = 1, . . . , I , k = 0, . . . ,Ki ), respectively. For 
the complete definition of the population model in PISA, the distribution of the vector 
of latent variables θ is modeled by a multivariate normal density fθ (θ;µ,�) with mean 
vector µ and variance matrix �.

In PISA, this model was used for the official reporting of all rounds from 2000 to 2012 
in two steps, preceded by a national calibration carried out separately for each country. 
The preceding national calibration step served to monitor the quality of the data and 
to provide a basis for deciding how to treat each item in each country. In some cases, 
this could lead to the removal of an item from the PISA reporting if it had poor psy-
chometric properties in more than ten countries (a “dodgy” item, OECD, 2014 p. 148). 
First, in the international item calibration step, often referred to as international scaling 
in OECD technical reports, the item parameters are determined across countries, with 
the underlying response data consisting of 500 randomly selected students from each 
OECD country sample serving as an international calibration sample. In the second step, 
the student abilities were estimated by including an additional conditioning component 
in the scaling model. For this, µ from the population model is replaced by a regression 
component ynβ where yn is a vector for student n containing additional student infor-
mation from the background questionnaire variables, and β is the corresponding matrix 
of regression coefficients. Note that in this latent regression model, the student abilities 
are not estimated directly, but a posterior distribution for the latent variable is speci-
fied from which plausible values (PV) are drawn. This principle of latent regression IRT 
modeling using auxiliary (student) information to estimate population characteristics is 
described by Mislevy et  al., (1992) and is based on the principles of handling missing 
data by multiple imputation (Rubin 1987), adapted for proficiency estimation based on 
data resulting from booklet designed proficiency tests (see also Mislevy, 1991).

Based on such a cross-sectional calibration and scaling approach, the successive 
chain linking for trend analysis of PISA results across different rounds requires the 
existence of common items from earlier assessment cycles (see, e.g., Mazzeo and 
Von Davier, 2013). Typically, the following six steps were performed for linking pro-
ficiency measures between different PISA rounds until 2012 (OECD, 2014). In a first 
step, a calibration of the item difficulties was performed using the calibration sample 
from the current PISA round, as already mentioned above. In the second step, the 
obtained item difficulties are transformed with a constant such that the mean values 
of the item parameters of the common items are set equal to those from the previous 
round or the round to be linked. In the third step, the data set for all OECD coun-
tries in PISA 2012 is scaled twice – once with all items of the respective competence 
domain and once with the link items only. In the fourth step, for the sample of OECD 
countries, the difference between the two scalings is removed by applying an addi-
tional linear transformation that accounts for differences in means and variances in 

(2)
Prob(Xi = k ,A,B|θ) =

exp(bikθ + aikξ)

Ki∑

h=0

exp(bihθ + aihξ)

,
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the two scalings (Gebhardt and Adams, 2007). This is followed in step five by estimat-
ing the person parameters (ability) for the current PISA round, which are anchored to 
the initial item parameters (first calibration step). Finally, the person parameters are 
transformed using the calculated transformation constants from steps two and four 
in the last step. As a result of such a linking approach (e.g., Dorans et al.,2007), profi-
ciency estimates from different rounds can be directly compared on the same metric 
(Mazzeo and Von Davier, 2013).

The official PISA methodology address the uncertainty, which is associated with the 
round-wise calibration, when comparing different PISA rounds by taking into account 
so-called link errors. The basic idea behind the calculation of the link errors in PISA 
(up to the 2012 round) is to consider the differential functioning of the common items 
(DIF) across the PISA rounds to be compared (OECD, 2014), as it results from the 
respective international item calibrations from each single PISA round. Thus, in order 
to calculate the link error for the PISA round 2006 compared to the previous round 
2003, first, the differences δ̂i,2006 − δ̂i,2003 of the respective IRT estimated item difficul-
ties δ̂i of a set of I0 common link items can be computed. Under the assumption that 
the used link items represent a random sample of all possible link items, the link error 
LE2003,2006 for trend estimates for country means was then estimated as follows:

This basic principle of linking presented here was retained for all further rounds up to 
2012, whereby, however, the clustering of the items in individual units (item stems) and, 
as an additional item weighting factor, the fact that items with polytomous response 
formats have a greater influence on the competence scale score than dichotomous ones 
were additionally taken into account (see OECD, 2014 pp.160). The standard error 
SE2003,2006 for a difference of the two country means from the PISA rounds 2003 and 
2006 is determined by the two round-specific components σµ and the link component:

where SE2003 and SE2006 denote standard errors for the country means in PISA 2003 and 
2006, respectively. Further detailed information and a formal description of the official 
procedure for determining link errors in the PISA rounds up to 2012 can be found in the 
technical report on PISA 2012 (see OECD, 2014 pp.159–163) as well as in the Annex A5 
of the PISA results volume I (OECD, 2014).

The link errors determined in this way are then, for example, taken to supplement 
the standard errors of the country means to be compared in analyses of mean differ-
ences between countries. It can therefore be said that at its core, PISA uses a special 
case of the variance component model (see Robitzsch & Lüdtke, 2019) to determine 
composite standard errors. In the official analysis and reporting of PISA, such a model 
took into account only the variance component of the international item parameters 
across single PISA rounds to be compared and in addition to this DIF, takes into 
account the clustering and the response format of the items (OECD, 2014).

(3)LE2003,2006 =

√√√√ 1

I0

I0∑

i=1

(
δ̂i,2006 − δ̂i,2003

)2
.

(4)SE2003,2006 =

√
SE2

2003 + SE2
2006 + LE2

2003,2006 ,
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These analytical decisions and official procedures for calibrating, scaling, linking 
and reporting PISA results, briefly outlined here, have inspired some critical theoreti-
cal discussions and methodological research, which in turn evoked criticism about the 
PISA methodology. In the following section, we briefly review some key aspects of this 
criticism.

On analytical decisions in large‑scale assessments

The analytical principles outlined in the previous section and the resulting official meth-
odological procedures for calibrating, scaling, linking, and evaluating PISA results have 
attracted various criticisms over time. These refer to different aspects of the applied 
methodology, each supported by recent empirical findings or simulation outcomes (e.g., 
Rutkowski et al., 2016; Rutkowski, 2014; Rutkowski, 2011; von Davier et al., 2019, Rob-
itzsch & Lüdtke, 2019; Rutkowski et al., 2019). For example, studies such as (Rutkowski, 
2014) suggest that using a background model for latent regression, besides its theoreti-
cally derived advantages (see Mislevy et  al., 1992), can also be seen as an additional 
source of error variance to an uncertain extent. Specifically, (Rutkowski, 2014) shows 
that the misclassification of subjects based on deficient background information results 
in mean differences of groups being significantly underestimated or overestimated, 
which can also be interpreted with an under- or overestimation of variance in relation to 
the entire population. Thus, although using a background model in the scaling of ability 
estimates is currently a standard evaluation procedure in many large-scale assessments, 
this approach can also be criticized. This criticism is usually based on the suspected and 
sometimes empirically proven poor quality of the questionnaire data used in such latent 
regression models (see, e.g., Hopfenbeck & Maul, 2011). Typically, the criticized poor 
quality of the questionnaire data results from the high proportion of missing values (e.g., 
Rutkowski, 2011; Grund et al., 2021). In contrast, almost paradoxically, the introduction 
of the latent regression model is motivated precisely by the targeted increase in the esti-
mation accuracy of the model parameters of the response model against the background 
of missing values by rotated booklet designs, as well as missing student responses in the 
cognitive assessment materials (see, e.g., Mislevy et  al., 1992; Rubin, 1987; Mislevy, 
1991). However, in the current practice of scaling PISA data using latent regression 
models, the necessary prerequisite of complete background questionnaire data is real-
ized by the quite weak missing indicator method (MIM; Cohen & Cohen, 2003), which 
has been shown to be inadequate and prone to bias if missingness in the background 
variables is not missing completely at random (e.g., Schafer & Graham, 2002; Grund 
et  al., 2021). The method of parameter estimation typically associated with the latent 
regression models is marginal maximum likelihood (MML) estimation. The efficiency of 
MML estimation based on this full information approach is founded on the theoretical 
assumption that with an asymptotic infinite size, no other estimator provides parameter 
estimates with smaller variances (e.g., Forero & Maydeu-Olivares, 2009). Under the 
assumptions of multivariate normality (but see Xu & von Davier, 2008 for modeling 
deviations from normality) and a correctly specified model, the latent variable model 
parameters are consistently estimated by simultaneous equation methods, for instance, 
full information maximum likelihood (FIML) (Lance et al., 1988). However, (Lance et al., 
1988) pointed out that estimation methods with complete information may also have 
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drawbacks. For example, a key requirement for the superior efficiency of ML methods 
based on full information is that the specification of the true model should be correct 
and specifically concerning the likelihood function (Johnston and Dinardo, 1997) noted 
that “If we maximize the wrong function, we get biased estimates.” (Johnston & Dinardo, 
1997 p. 427). Moreover, for the not unlikely case of a (partial) misspecified model, espe-
cially in the social and behavioral sciences, effects of misspecification can spread over 
the estimates of the model parameters (Kumar and Dillon, 1987). The almost epistemo-
logical question about the ’truth’ of models in general and especially models in social 
and behavioral science is treated very thoroughly by Stachowiak (1973) in his general 
model theory (see also Heine, 2020). According to this, models as such, and just also 
psychometric models, are essentially characterized by their imaging feature, the short-
ening feature, and their pragmatic feature (Stachowiak, 1973 pp. 131-133). Thus, in the 
social and behavioral sciences, according to the imaging feature and shortening feature, 
a true model, regardless of its complexity, is unlikely to exist and will therefore virtually 
always be misspecified in empirical data, certainly to varying degrees. Somewhat more 
pointedly, the statistician George Box (1979) already expressed this fact by stating “All 
models are wrong, but some are useful” (Box, 1979 S. 202). Especially the aspect of the 
usefulness of models, which refers to the pragmatic feature defined by Stachowiak 
(1973), must be the focus when using psychometric models for scaling LSA data because 
the declared goal here is to establish an objective scoring rule for the item responses in 
order to allow a fair comparison (see also Robitzsch & Lüdtke, 2021 for adesign-based 
perspective). The aspects briefly outlined here concerning the appropriate degree of 
detail and the associated extent of tolerable misspecification of psychometric models for 
the scaling of LSA data are closely related to the question of suitable estimation proce-
dures for their model parameters (see, e.g., MacCallum et al., 2007). As an alternative 
perspective, as compared to MML (i.e., FIML) for the estimation of latent trait models 
with ordinal indicators (the item responses), Forero and Maydeu-Olivares (2009) suggest 
the use of limited information (LI) methodology for estimation (see also Bolt 2005). 
Such LI methodology is associated with the tradition of factor analysis (e.g., Forero & 
Maydeu-Olivares, 2009; McDonald, 1999), and parameter estimation, instead of assum-
ing complete information, relies only on univariate and bivariate information in the data 
(Maydeu-Olivares 2001; Edwards and Orlando Edelen, 2009). Furthermore, in the LI 
methodology, within the concept of factor analysis, in addition to the possibility of ML 
estimation of the parameters, there is the alternative of ordinary least squares (OLS) 
estimation, which has favorable statistical properties regarding the robustness of model 
misspecifications. If the sampling error is neglected (by assuming an infinite sample 
size), the model error (as outlined above) is still very likely to be present, which repre-
sents a lack of fit of the (thus misspecified) model for the population, MacCallum et al. 
(2007) emphasizes that, for example, the ML estimation, in contrast to the OLS estima-
tion, is based on the assumption that the model is exactly correct in the population and 
that all error is normal theory random sampling error. Put simply, the ML estimation 
method ignores the possible existence of a model error or the associated misspecifica-
tion of the model in relation to the empirical data. In contrast, with the OLS estimate, no 
distributional assumptions are made, and no assumption is made about sampling error 
versus model error (MacCallum et al.MacCallum et al., 2007), which in turn makes OLS 
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likely to be more robust against a possibly misspecified scaling model. In a comparative 
analysis addressing the question of estimation accuracy Forero and Maydeu-Olivares 
(2009) show that comparable IRT model parameter estimates result from LI and ML 
methods. Specifically, the LI method (using OLS) provided slightly more accurate 
parameter estimates, and the ML method provided slightly more accurate standard 
errors (Forero and Maydeu-Olivares 2009). An item parameters estimation method for 
Rasch-type item response models, which can be attributed to the LI method is the PAIR 
algorithm (cf. Robitzsch, 2021a, Heine 2020). This calibration approach was introduced 
by Choppin(1968 see also McArthur & Wright 1985) as a sample-free calibration 
method for item banks in large-scale assessments, within the context of early approaches 
tocomparativeeducation. Choppin’s row averaging approach (RA) is based on pairwise 
information. It has the advantage of enabling a non-iterative identification of item 
parameters for the Rasch model and the PCM (Choppin, 1968; Heine and Tarnai, 2015). 
Moreover, the pairwise RA method, as with other LI methods like pairwise conditional 
maximum likelihood (PCML) or the minimum chi-square method (MINCHI), reduces 
the computational demand for item parameter identification based on large LSA data 
sets (Robitzsch, 2021a). Compared to PCML, the RA approach within the LI methodol-
ogy provides OLS estimators for the item parameters (cf. Mosteller, 1951b; Mosteller, 
1951a; Mosteller, 1951c; Heine, 2020). As a result of a systematic comparison of several 
LI estimation approaches against other methods for the Rasch model, (Robitzsch, 2021a) 
concludes that RA and similar LI methods can be beneficial in applied research. This 
benefit for applied research is based on the experience from the systematic comparison 
of the estimation methods that RA and similar LI methods can result in less biased item 
parameter estimates than ML-based methods, given possible model misspecification 
and local dependencies in the empirical data (Robitzsch, 2021a see also Forero and May-
deu-Olivares, 2009).

Another area in the discussion about the evaluation methodology of cross-sectional 
LSA data relates to the aspect of the longitudinal linking of different rounds of the 
assessment (e.g., Robitzsch & Lüdtke, 2019; Oliveri & von Davier, 2011; Fischer et  al., 
2019; Gebhardt & Adams, 2007). Specifically, the principle of a successive chain linking 
approach, as used in the PISA rounds up to 2012, was, for example, criticized by Oliveri 
and von Davier (2011, 2014). They, in turn, argued for a concurrent calibration approach, 
including all data from the previous PISA rounds, respectively. Such an approach was 
applied, for example, by von Davier et al. (2019) for historical PISA data and was first 
introduced in the official PISA evaluation from round 2015 on wards (OECD, 2017, 
2021a). Researchers von Davier et  al. (2019) conclude from their study that changing 
the linking method had an impact on the country mean results but not on the ranking of 
the cross-sectional country means. Their analyses showed that the Spearman rank cor-
relations for the mathematics competency area were rs = 0.994 for the respective cross-
sectional country means across all analyzed PISA rounds, a finding that von Davier et al. 
(2019) view as an indication of a valid or method-invariant country comparison in PISA. 
However, such an invariant cross-sectional rank order may not be sufficient for evaluat-
ing trend estimates. Trend estimates for a country are typically interpreted if they exceed 
statistical significance. However, if the choice of an analysis method impacts a country’s 
mean of 1 or 2 points on the PISA scale, it might be consequential for the interpretation 
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of trend estimates. Furthermore, it could turn a statistically non-significant into a signifi-
cant trend estimate, which, in turn, gets policy attention.

Although Fischer et  al. (2019) found little differences among different linking meth-
ods and anchoring designs also for a longitudinal linking of competence tests in 
large-scale assessments scaled with the Rasch model, Robitzsch and Lüdtke (2019) dem-
onstrated that the interpretation of national trend estimates could change when different 
approaches for linking and procedures to calculate standard errors are applied. In addi-
tion, Gebhardt and Adams (2007) emphasize the importance of the influence of item 
calibration based on different samples, that is, calibrating the items separately for each 
country as compared to the linear transformation approach, which uses a common set 
of item parameter estimates for all countries. Specifically, Gebhardt and Adams (2007) 
showed that the use of conditional rather than marginal means as a linking approach 
results in some differing conclusions regarding trends at both the country and within-
country level.

Connected to the question of an appropriate linking approach for longitudinal com-
parisons is the question of sampling or selecting of subjects and items on which calibra-
tion and scaling are based. The question of the appropriate calibration sample and its 
effects on the competence measurement is proving to be increasingly relevant, especially 
against the increasing expansion of LSAs to other populations or states and economies 
(e.g., Rutkowski et al., 2019; Rutkowski & Rutkowski, 2021; Rutkowski et al., 2018). The 
relevance of selecting an appropriate calibration sample results from the typical fact 
that, for example, the PISA measuring instruments were originally developed for OECD 
member countries and are now increasingly used for surveys in emerging and develop-
ing countries (Rutkowski et al., 2019; Rutkowski and Rutkowski, 2021). It typically shows 
that around half of the existing PISA items are too difficult for these new PISA partici-
pants (Rutkowski et al., 2018), which means that an appropriate measurement of com-
petence in low-performing educational systems can be subject to possible distortions 
(Rutkowski and Rutkowski, 2021). From a technical perspective, such distortion results 
from floor effects in the item responses (e.g., Rutkowski et al., 2019), which ultimately 
represent sub-optimal test targeting for certain populations, resulting from item calibra-
tion based on a more competent population than the target population.

The choice of items is an important factor in cross- and longitudinal-country com-
parisons insofar as it has a significant impact on the standard errors of the estimates of 
competence (Glas and Jehangir, 2013; Robitzsch, 2021c; Robitzsch and Lüdtke, 2019). 
Generalizability theory (c.f. Brennan, 2001) defines several facets for which generaliza-
tion of results appears necessary. If tests are to generalize not only to the specific set of 
items used in the test, but to a potential universe of items in a performance domain, the 
source of variation in item selection (i.e., item sampling) must be taken into account. In 
educational research and large-scale tests, the idea of viewing the single items in a test as 
a realized subset of an ultimately infinite universe of items is a concept that was already 
introduced early on (e.g., Husek & Sirotnik, 1967, Lord & Novick, 1968). Regarding lon-
gitudinal analyses, Hutchison (2008), as well as Michaelides (2010) point out that the 
choice of link items between multiple studies in longitudinal analyses should preserve 
the interpretation of an item sampling. If the number of link items is too small or the 
specific choice of link items is not representative of the entire item set, biased estimates 
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of performance trends may result (Mazzeo and von Davier, 2008; van den Heuvel-Pan-
huizen et al., 2009).

Based on this exemplary and possibly not extensive presentation of some selected 
findings from the methodological literature on LSAs, it can be stated, at least in sum-
mary, that different methodological approaches might lead to slightly different popula-
tion estimates. This phenomenon can be described as method variance.

As already described above, official PISA reporting, particularly for reporting trends in 
country means, is based on a variance component model to construct composite stand-
ard errors to reflect the overall uncertainty in measurement. It must be noted that this 
approach of composite standard errors constructed for specific comparisons of statistics, 
such as country means, does not necessarily follow the classical definition of the stand-
ard error as a single unique measure of dispersion ϑ̂ for a single estimation function θ̂ 
for a parameter θ estimated for the population. Rather, different sources of variance 
( ̂ϑ1, ϑ̂2, ... ) are assumed, which are summed to derive the final (constructed) standard 
error in order to quantify the overall uncertainty of measurement in the PISA LSAs. 
Against the background of such a model, however, the question immediately arises as to 
which are the relevant variance components in a typical LSA setting.

Specifically, Robitzsch et al. (2011) argue that in a concept of generalizability, (at least) 
three facets in testing play an important role: The sampling or selection of subjects, the 
sampling or selection of items, and the choice of statistical models. The empirical find-
ings by Robitzsch et al. (2011) indicate that the sources of variation in item sampling and 
model choice, which are usually neglected in publications as compared to the sampling 
of respondents, are not negligible. More recently, concerning item selection for linking 
different PISA rounds, Robitzsch and Lüdtke (2019) conclude from results of simulation 
as well as reanalyzing trend estimates for reading from PISA 2006 to PISA 2009 that the 
PISA method underestimates the standard error of the original trend estimate. Thus, the 
number of countries with significant trend changes decreased from 13 to 5 when using a 
newly proposed method for determining standard errors compared to the official PISA 
standard error (Robitzsch and Lüdtke, 2019).

Despite the extensive evidence on single aspects of the methodology of the official 
PISA data analysis, excerpts of which are reported here, there is, to our knowledge, no 
comparative study that shows the relative importance of these single analytic choices 
with respect to the error component against each other. In this study, we will add 
another source of variance to the standard errors constructed within the framework of a 
variance component model for the measurement error.

On the one hand, such a comparative analysis is interesting and important from a 
methodological perspective, as it can contribute to placing the relevance of single ana-
lytical decisions concerning future PISA data evaluations on an empirical basis. From 
a practical perspective, the findings from the reanalysis of the PISA data, taking into 
account the key factors of methodological variance identified here, can help to make a 
more realistic classification of the significance of small country mean differences, both in 
a cross-sectional and longitudinal comparison.

To quantitatively formulate this additional variance component resulting from the 
analytical decisions on methods in evaluating PISA results, we will follow two strate-
gies. One strategy borrows from the principle used in the official PISA reporting of 
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calculating and using composite standard errors when looking at trends, taking into 
account a linking error as an additional error component (cf. Eq. 4). Second, for the defi-
nition of an extended confidence interval for the country means from the PISA results, 
we will adopt a strategy proposed by Leamer and Leonard (1983) for evaluating the max-
imum upper and lower bounds of estimates from different regression models (see also 
Mcaleer et al., 1985; Leamer, 1985). In the subsequent method section, we will present 
these two approaches in more detail.

Methods
Data: compiling the historical PISA database

We use the publicly available data from the OECD download pages as the source to 
build up the database for the present study (see OECD 2021b). The single data sets for 
the PISA rounds from 2003 up to 2012 are provided by the OECD as generic text files 
in ASCII format. Thus, in the first processing step, the corresponding official syntax-
control files (SPSS version) were used to create single SPSS data sets according to the 
instructions given at OECD (2020). Typically, the scored cognitive item response data 
(SCR) and the data from the background questionnaires, together with the plausible 
values (PVs) resulting from the PISA round-specific scaling for the three PISA compe-
tence areas – student questionnaire data (SDQ) – are provided as separate files per PISA 
round. In a second step, these separate data sets were combined for each assessment 
round. For this procedure, it is noticeable for some PISA rounds that the SCR and SDQ 
files contain a different number of cases (see Table  1). Such differences can be traced 
back to various obvious reasons, such as additional groups of students (over-) sampled 
by some countries for supplementary national research questions in some PISA rounds. 
Table 1 gives an overview of the number of cases contained in the SCR and SQD files 
together with the assumed reasons for the differences, the number of participating 
(OECD-) countries, and the number of scalable PISA students for the math domain in 
total and per cycle, which were used in the official reporting.

In order to be able to merge the single data sets into a complete data set for the further 
analysis steps, the variable names and their category codes, which vary from round to 
round, had to be harmonized. To give an example of this necessary procedure, we refer 
here to the question stem “Population Pyramids” (number 155) used in all PISA rounds 
from 2003 to 2012 with a total of four related questions (Q1 to Q4). Across the four PISA 

Table 1 Overview for cross‑sectional OECD PISA data files and resulting total database of scalable 
cases for mathematics

aSCR = scored cognitive item response data; SDQ = student questionnaire data;
dIncludes additional regions from USA: Florida, Connecticut, Massachusetts

PISA round participating countries Number of cases in 
files

math scalable students

OECD non OECD SCRa SDQa OECD non OECD Total

2003 30 11 276 165 276 165 220 670 49 995 270 665

2006 30 27 398 750 398 750 251 278 147 472 398 750

2009 34 40 515 958 515 958 298 454 217 504 515 958

2012 34 31 485 490d 480 174 295 416 184 758 480 174

Number of cases that can be used for scaling: 1 065 818 599 729 1 665 547
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rounds considered in our analyses, the item descriptor for question number 1 related 
to this question stem changes, for example, from ’M155Q01’ (rounds 2003, 2006, and 
2009) to ’PM155Q01’ (round 2012). Even more, the category coding handled differently 
in each round had to be adjusted. Thus, for example, the code assigned to “not-reached” 
items varied from “not-reached” coded with “r” (2000, 2003) to “not-reached” coded as 
“8” (2006, 2009, 2012). Similarly, the categorization “missing by design” was coded “n” or 
“N/A” in round 2003, depending on the item (the latter was used if it was an item first 
introduced in round 2003), or was coded “7” across all items in round 2006, and either 
“7” or “N/A” in rounds 2009 and 2012, depending on the item and its first introduction 
into the PISA assessment respectively. In addition to this necessary harmonization of 
category coding, rescaling must also adopt a consistent approach to interpretation and, 
in turn, coding of unanswered cognitive items that had been presented to students dur-
ing testing. In addition to design-related missing values, in PISA, a distinction is made 
within student-related missing responses between ‘simple’ item omissions on the one 
hand and so-called “not-reached” items on the other hand. The definition for the latter 
is based on a sequence-oriented view of item responses, based on the assumption of lin-
early progressive processing of the test items by the students. The typical definition for 
not-reached items from the technical documentation for this reads as follows: “all con-
secutive missing values clustered at the end of test session [...] except for the first value 
of the missing series, which is coded as item-level nonresponse” (OECD, 2014 p. 399, 
233). However, this assumption of a linear progression can hardly be ensured empirically 
for the PISA rounds up to 2012 since the test items were given in paper-based form for 
all participating countries up to and including 2012. A consequence is that there was no 
reliable control over the order in which the students processed the single test items dur-
ing the assessment. In addition to this uncertainty regarding the true processing order 
of the items by the students, some authors (e.g., Rose et al., 2010, Pohl et al., 2014) criti-
cize that in the past PISA rounds up to 2012, the treatment of missing responses was 
handled differently for item calibration and proficiency scaling steps. According to this, 
not-reached items would be considered not administered during the item calibration 
based on the international calibration sample and, on the other hand, counted as wrong 
answers in the competency scaling. Although this different interpretation of not-reached 
items in the same database at different analysis steps, at least based on the official PISA 
documentation (c.f. OECD et  al., 2002, 2009; OECD, 2005, 2012, 2014), can only be 
proven without a doubt for the first PISA round in 20001, we chose the same scoring rule 
for not-reached items for the present reanalysis. Moreover, Robitzsch (2020) shows that 
based on the definition of ability accepted for PISA in a domain of competence as the 
extent to which items of a given set of items in a given maximum test test-taking time, 
not ignoring missing responses – that is treating them as incorrect answers – leads to a 

1 a careful review of the official technical reports (c.f. OECD et al., 2002, 2009; OECD, 2005, 2012, 2014) on PISA shows 
that different interpretation of not-reached items for calibration and scaling is only documented beyond doubt for the 
PISA 2000 round. Only in the respective technical documentation for PISA 2000, it is explicitly stated that the not-
reached items are handled differently for item calibration and competence scaling: “[...] using the international calibra-
tion sample of 13500 students, and not-reached items in the estimation were treated as not administered.” (see OECD 
et al. 2002 p. 161) and further down in the publication: “[...] in this analysis [proficiency scaling], not-reached items were 
regarded as incorrect responses, in accordance with the computation of student ability scores [...]” (see OECD et  al., 
2002, p. 161, Additions in square brackets ).
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more valid definition of the proficiency itself (Robitzsch and Lüdtke, 2021; Robitzsch, 
2021b). Based on this reasoning, we chose to score all student item omission and not-
reached items as wrong answers in both, item calibration and proficiency scaling – (but 
also Pohl et al., 2021see for an alternative view).

As described in the introduction in the section on international scaling principles, in 
single PISA rounds, specific items were excluded from the official reporting for some 
countries (“dodgy” items, see, e.g. OECD, 2005, p. 122). For the domain of mathemat-
ics, this concerned nine items on the national level and one item on the international 
level (OECD, 2005, p. 190) in the 2003 PISA round, seven items on the national level 
and none on the international level (OECD et al. 2009, p. 216) in 2006, eleven items on 
the national level and one item on the international level (OECD, 2012, p. 196) in 2009, 
and finally six items on the national level and one item on the international level (OECD, 
2014, p. 232) in 2012. The technical documentations for each PISA round note that for 
all national item deletions “All deleted items were recoded as not applicable” (OECD, 
2005, p. 190) (OECD et al., 2009, p. 216) (OECD, 2012, p. 195) (OECD, 2014, p. 231), 
which typically corresponds to the code “7”, which was interpreted as missing in our rea-
nalyses, thus excluding the item in question from our analyses (for the respective coun-
try), as was the case with international reporting. Items deleted at the international level 
are not included in the downloadable database on the OECD pages.

Analytical decisions and methods applied in the present study

Four key methodological factors are considered in the present reanalysis. These key fac-
tors relate to the estimation method used for item calibration (estimation), the selection 
of the included (link) items (items), the selection of the calibration sample (sample), and 
the calibration principle in linking the single PISA rounds (calibration).

With respect to the basic linking of the PISA rounds, we first distinguish between 
a concurrent calibration (concurrent) of the items using the combined database com-
prising all PISA rounds and a separate item calibration for each PISA round with a 
subsequent chain-linking approach (chain) in order to quantify the influence of this 
analytical decision (factor calibration) on the PISA rankings and trend statements 
between and within countries (see Robitzsch & Lüdtke, 2019,Gebhardt & Adams, 
2007, von Davier et  al., 2019). In addition, we alter the country samples to rest the 
item calibration on (factor sample). Specifically, we distinguish four factor levels. 
First, “OECD 2003”: That is OECD countries only, as defined for the survey round in 
2003 (possibly reduced in later rounds if a country did not participate in the respec-
tive round). Second, “OECD by CYC”: that means OECD countries only, as defined 
for the respective survey round. Third, “ALL 2003” which includes a constant number 
of all participating countries from the (first) survey round in 2003 (possibly reduced 
in later rounds if a country did not participate in the respective round). Finally, “ALL” 
includes all available data resulting in a growing database of participating countries 
across all survey rounds (see Table  1). Concerning the selection of the (link) items 
used, we distinguish two factor levels (factor items). On the one hand, I mathematics 
items available in total across all four PISA rounds (2003 - 2012, I = 158 ) are included 
in the calibration step (factor level: total), or on the other hand, only those items that 
were used completely across all four rounds (from 2003 to 2012, I = 34 ; factor level: 



Page 14 of 29Heine and Robitzsch  Large-scale Assessments in Education           (2022) 10:10 

complete). In the period from 2003 to 2012, we considered and reanalyzed in the 
present study, I = 158 mathematics items were used. Of these I = 158 items, I = 84 
were used in the 2003 round, I = 48 in the 2006 round, I = 35 in the 2009 round, and 
finally, I = 109 in the 2012 round. If we look at the overlaps of two adjacent PISA 
rounds with regard to the common math items used, we find that I = 48 items con-
nect the rounds 2003 and 2006, I = 35 items connect the rounds 2006 and 2009, and 
I = 34 items connect the rounds 2009 and 2012 (see Fig. 1). Figure 1 provides a visu-
alization of this item linking across the four rounds of PISA, while items existing in 
the respective PISA round are marked in grey. Since Fig. 1 only gives a visual impres-
sion of item linking across the four PISA rounds covered here, an excel file exists as 
an electronic supplement for detailed documentation (including item names) of the 
item linking at the OSF repository (https:// osf. io/ ubvaq/? view_ only= 0aaff 3adfb d24f1 
488b8 1e450 8c8d9 e8).

The concurrent and the separate item calibrations are subject to the assumption of 
the partial credit model (PCM Masters, 1982) as being the scaling model PISA math-
ematics items. In order to capture the influence of different methods of parameter 
estimation during calibration and scaling, we consider two different parameter esti-
mation methods in the reanalysis of the PISA data, as implemented in two R packages 
(factor estimation). First, we use the R package TAM (see Robitzsch et  al., 2021) to 
apply an MML-based estimation principle. Next to different approaches in param-
eter estimation for one- and multidimensional item response models, the R package 
TAM implements the multidimensional random coefficients multinomial logit model 
(Adams et al., 1997) and it supports latent regression models as well as plausible value 
imputation. In this respect, TAM can be viewed as an open-source R version of the IRT 
software ConQuest (Wu et al., 2012), which was officially used to calibrate and scale 
the PISA data from 2000 up to 2012. Second, we use the R package pairwise (see 
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Fig. 1 PISA mathematics item linking across four rounds; I = 158 ; Common mathematics items linking single 
rounds: I = 48 (2003‑2006); I = 35 (2006‑2009); I = 34 (2009‑2012); I = 35 (2003‑2012)

https://osf.io/ubvaq/?view_only=0aaff3adfbd24f1488b81e4508c8d9e8
https://osf.io/ubvaq/?view_only=0aaff3adfbd24f1488b81e4508c8d9e8
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Heine, 2021) to realize a pairwise non-iterative row averaging approach (PAIR) for 
model estimation, according to Choppin (1968). The resulting item parameters can be 
viewed as least square estimators (Mosteller, 1951b, a, c), which, as already discussed 
above, can have advantageous properties compared to ML estimators, especially 
against the background of possible model misspecifications. Moreover, unlike likeli-
hood-based methods, the PAIR approach does not involve iterative estimation (e.g., 
cf. Heine, 2020). The PAIR procedure relies on the (conditional) pairwise compari-
sons of the item category frequencies and makes use of the bivariate information of 
the item associations. Therefore, the resulting item parameters can also be regarded 
as LI estimates (Bolt, 2005; Christoffersson, 1975; Forero and Maydeu-Olivares, 2009; 
Lance et al., 1988; Maydeu-Olivares, 2001).

Analogous to the official evaluation procedure for PISA 2000 to 2012, we also apply 
a multistage calibration and scaling process in this reanalysis. All analyses were per-
formed in the free statistics environment R (R Core Team, 2022 ,version 4.2.0) and 
are documented in single R scripts (see Additional file 1). In the first step, the items 
included are calibrated (using both estimation principles as described above). Then 
their parameters are assumed to be fixed when scaling or drawing the PVs as compe-
tence estimates. The PVs were drawn by calling the function tam.pv() from the R 
package TAM with the corresponding defaults for the argument defining the number 
of PVs to be drawn, resulting in a drawing of 10 plausible values (nplausible = 
10). In the case of concurrent item calibration, the fixed item parameters refer in the 
same way to all PISA rounds. In the case of separate calibration, the item parameters 
from the respective PISA round are used as a basis when drawing the PVs. As for the 
official OECD reporting, we use the variance of the item parameter estimates from 
the individual rounds to quantify the linking error in the subsequent linking of the 
different rounds (cf. Eqs. 3 and 4).

The resulting mathematics competency estimates on the logit metric are subjected 
to a transformation in the final step so that they lie on the PISA metric ( M = 500 , 
SD = 100 ), in a way that the mean estimates are anchored to the mean estimates 
from the PISA round 2003. Specifically, the anchoring of the results from the rescal-
ing is achieved by a linear transformation of the logit scale to match the typical PISA 
reporting scale:

The rescaling steps described above are performed according to the four factors 
(items, sample, calibration and estimation) with their respective factor levels for 
2 × 4 × 2 × 2 = 32 analytical scenarios (see e.g., Table  3). The resulting matrix 
with PISA country mean estimates and their respective errors are then subject to fur-
ther analysis to quantify the relative influence of the different analytic choices on the two 
central outcome measures, namely country ranking and development trends for PISA 
Mathematics proficiency scores between and within countries. For these analyses, var-
iance component analyses are performed on the matrix with country mean estimates 
using the R package lme4 (Bates et al., 2015, 2021). These analyses thus show the rela-
tive influence of single analytic choices in item calibration and competence scaling on 
three trend analyses comparing 2003 to 2006, 2006 to 2009, and 2009 to 2012 rounds of 

(5)θPISA = aθlogit + b
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PISA on the development of mathematical competence (see Table 4), as well as for the 
cross-sectional scaling approach (see Table 5).

To vividly illustrate the cumulative effects of the method variance from the analytic 
choices and the resulting widened confidence intervals for the point estimates of country 
mathematics performance, we draw on the results of three groups of countries representing 
three broad areas of the international distribution of PISA mathematics performance. For 
the highly proficient group, we select the countries Hong Kong - China (HKG), South Korea 
(KOR), and Finland (FIN). The group of countries with intermediate mathematics literacy 
is represented by the countries Belgium (BEL), Australia (AUS), Germany (DEU), Iceland 
(ISL), and Denmark (DNK). And finally, the group with medium to rather low mathemati-
cal literacy in the PISA mathematics ranking is represented by the countries Ireland (IRL), 
United States of America (USA), Portugal (PRT), Spain (ESP), and Italy (ITA)—see Fig. 2 
and Table 2. For these countries, upper and lower bounds of confidence intervals ( BIupper 
and BIlower ) for the suspected true country means as well as pooled compound standard 
errors ( SEcomp. ) for the respective aggregated country mean across M = 32 means from the 
rescaling are calculated to account for the method variance component referring to differ-
ent analytical choices. Specifically, the upper and lower bounds of confidence intervals are 
constructed according to the principle shown in Eqs. (6) and (7) by considering the maxi-
mum confidence interval that would be obtained when joining all intervals.

The respective (error) range ( �BI ) of the (theoretical) true country mean is then defined 
as the difference between the upper and lower bounds ( �BI = BIupper − BIlower ); see 
Fig. 2 and column �BI in Table 2) .

Note that this approach of defining the upper and lower bounds for a conservative 
confidence interval based on extreme values µ̂max and µ̂min from the country mean esti-
mates and their respective standard errors across 32 analytical decisions follows a princi-
ple proposed by Leamer and Leonard (1983). Leamer and Leonard (1983) propagated this 
approach to represent the uncertainty in estimates from regression models that arise from 
ambiguity in the choice of a model (see also Mcaleer et al.,1985; Leamer, 1985 for a more 
detailed discussion of this approach).

To additionally calculate a method variance-supplemented compound standard error 
( SEcomp. ) for the aggregated country means across the M = 32 single means from the com-
binations of analytic decisions, the square root of the variance of the single means is added 
by the pooled standard errors of the M = 32 single estimates (see Eq. 8 and column SEcomp. 
in Table 2).

(6)BIupper = max
m=1,...,M

{
µ̂m + 1.96 · SE(µ̂m)

}

(7)BIlower = min
m=1,...,M

{
µ̂m − 1.96 · SE(µ̂m)

}

(8)SEcomp =

√√√√√ 1

M

M∑

i=1

SE(µ̂m)
2 +

1

M

M∑
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Note that both approaches of either constructing upper and lower bounds of confidence 
intervals or compound standard errors for the estimates across the analytic decisions 
are, in pure principle, subject to the same rationale, but nevertheless carry slightly dif-
ferent meanings in terms of substance. While the upper and lower bounds of the con-
fidence interval ( BIupper and BIlower ) provide a conservative definition for the error 
range of the (theoretical) true country mean, taking into account different methodologi-
cal approaches (models), SEcomp. represents the standard estimation error, enriched by 
method variance, for the mean country performance estimator aggregated across the 32 
analytical decisions.

Table 2 Comparison of Country Means Standard Errors and Confidence Intervals for OECD Method 
and Rescaling for 13 Countries

aMean aggregated Country mean ( Maver. ) across 32 combinations of analytical decisions
bcompound Standard error ( SEcomp. ) accounting for method variance across 32 combinations of analytical decisions
cRange of error from constructed confidence interval ( �BI ) based on highest and lowest country mean estimates and their 
respective standard errors to account for methodvariance.

country 2003 2006

OECD Meth. Rescaling OECD Meth. Rescaling

M SE Maver.
a

SEcomp. b �BI c M SE Maver. a SEcomp. b �BI c

HKG 548.30 (3.75) 546.32 (5.46) 11.46 549.61 (2.13) 551.78 (3.37) 8.34

KOR 540.15 (2.69) 539.41 (3.45) 7.80 548.98 (2.92) 549.92 (3.97) 9.01

FIN 542.26 (1.77) 543.33 (2.46) 5.81 549.55 (2.10) 551.51 (3.51) 8.71

BEL 530.43 (2.05) 529.34 (2.77) 6.51 525.53 (2.34) 525.25 (3.04) 7.18

AUS 523.60 (1.90) 522.85 (2.62) 6.05 521.05 (1.80) 522.30 (2.89) 6.76

DEU 503.48 (2.95) 504.51 (3.91) 8.92 508.84 (3.07) 510.46 (4.80) 10.89

ISL 514.48 (1.57) 512.60 (3.60) 8.10 508.24 (1.91) 507.14 (3.31) 7.99

DNK 513.58 (2.52) 512.16 (3.85) 8.29 515.34 (2.30) 514.23 (3.35) 8.50

IRL 501.83 (2.15) 500.63 (3.37) 7.40 504.40 (2.34) 503.93 (3.28) 7.59

USA 482.53 (2.59) 481.68 (3.79) 8.36 478.05 (3.24) 476.27 (5.00) 11.44

PRT 466.87 (2.99) 466.36 (3.33) 7.37 471.24 (2.33) 470.93 (3.00) 7.90

ESP 485.00 (2.20) 484.66 (2.63) 6.03 483.79 (1.83) 483.08 (2.55) 6.49

ITA 466.53 (2.53) 470.06 (6.21) 13.17 466.96 (1.81) 467.41 (2.42) 6.25

country 2009 2012

OECD Meth. Rescaling OECD Meth. Rescaling

M SE Maver.
a

SEcomp.
b �BI

c M SE Maver.
a

SEcomp.
b �BI

c

HKG 556.29 (2.48) 558.04 (3.52) 9.43 566.40 (2.83) 564.73 (5.54) 14.65

KOR 548.65 (2.92) 550.83 (4.07) 9.53 557.53 (3.93) 554.87 (6.97) 16.56

FIN 541.87 (1.71) 543.48 (2.74) 6.80 523.34 (1.55) 527.71 (5.51) 14.51

BEL 519.56 (1.80) 521.03 (2.65) 6.89 519.83 (1.85) 518.59 (3.79) 10.07

AUS 517.65 (2.06) 519.05 (2.74) 6.86 509.03 (1.43) 511.85 (3.89) 11.20

DEU 516.03 (2.40) 516.58 (3.15) 7.59 518.02 (2.48) 519.79 (3.92) 10.12

ISL 510.46 (1.75) 510.92 (2.62) 7.00 496.91 (1.73) 497.21 (3.16) 9.74

DNK 505.41 (2.48) 507.05 (3.06) 7.46 504.78 (2.06) 504.53 (3.41) 9.31

IRL 493.36 (2.01) 493.63 (3.08) 8.42 505.98 (1.92) 507.35 (3.16) 9.05

USA 490.05 (2.80) 490.01 (3.95) 9.77 485.62 (3.05) 485.98 (4.06) 10.99

PRT 489.33 (2.21) 489.25 (3.76) 10.71 492.58 (3.31) 491.52 (5.16) 13.34

ESP 487.68 (1.85) 487.76 (2.88) 7.54 489.83 (1.63) 490.58 (2.58) 8.09

ITA 486.19 (1.48) 486.40 (3.00) 7.90 490.18 (1.75) 489.61 (3.19) 8.96
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Results
Figure 2 gives a first visual impression of the impact of the additional variance compo-
nents contributing to widening the confidence intervals ( �BI ) for the country mean esti-
mates of mathematics proficiency. Thus, the area between the error bars in solid lines 
represents the sum of the method variance as it results from considering the four dif-
ferent key analytical decisions. The error bars in dashed lines represent the range of the 
confidence intervals based on the means and standard errors resulting from applying the 
method used in the original OECD reporting.

The respective country means formed over the 32 combinations of analytical decisions 
as well as the respective compound standard errors ( SEcomp. ) of estimation as well as 
the confidence range around the mean ( �BI ), which both include the method variance 
across the M = 32 combinations of analytical decisions, are shown in Table 2 for the 13 
countries reported here as examples.

Overall, Fig.  2 shows that the range of confidence intervals of the mean estimates 
increases when different analytical choices for rescaling are taken into account for all 
countries. Specifically, the comparison of the two error ranges in Fig. 2 from the rescal-
ing on the one hand and the outcome based on the method used in the OECD reporting 
on the other hand for the country means suggest that for some of the country compari-
sons, different conclusions must be drawn from this with regard to the meaning of the 
country differences. While the confidence intervals resulting from applying the method 
from the original OECD reporting in 2003 do not overlap for the mean comparison 
between Germany (DEU) vs. Island (ISL), as well as in 2006 between Germany (DEU) 
vs. Denmark (DNK), the respective confidence intervals resulting from the rescaling 
do overlap. The same is true regarding the comparison between Ireland (IRL) vs. Italy 
(ITA) in cycle 2009, Hong Kong (HKG) vs. Korea (KOR) in cycles 2009 and 2012, as well 
as Australia (AUS) vs. Belgium (BEL) and Germany (DEU) within cycle 2012, USA vs. 
Island (ISL) and Spain (ESP) vs. Island (ISL) in cycle 2012 (see Fig. 2).

Table  2 shows the aggregated country mean estimates of mathematical proficiency 
of the 13 countries as they result from the 32 combinations of analytical decisions. The 
associated errors ( SEcomp. ) include the method variance resulting from the analytical 
decisions and the uncertainty of the respective aggregated point estimates. In addition, 
the range of the constructed confidence intervals ( �BI ) provides a conservative estimate 
for the confidence range for the suspected true country means (cf. columns SEcomp. or 
�BI under the heading Rescaling in Table 2, respectively).

Overall, the comparison of the estimates based on the method of the OECD reporting 
with the rescaling estimates shows that the 32 combinations of analytical decisions have 
a substantial impact on the country means and the associated errors and confidence 
intervals.

The respective absolute differences between the country means based on the method 
of the OECD reporting and the rescaling range from a minimum of 0.04 PISA points 
(USA, 2009) to a maximum of 4.4 PISA points (Finland, 2012). In these two cases, as 
well as for the vast majority of comparisons between the estimates based on the method 
used in the OECD reporting and rescaling, the rescaling estimates tend to lead to a 
higher mathematics proficiency mean estimate of the respective country (see Table 2). 
The comparison of pooled compound standard error ( SEcomp. ), accounting for the 
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methodological variance from the 32 combinations of analytical choices, with the stand-
ard error (SE) based on the method of the OECD reporting, shows the general tendency 
for the standard errors to increase on average by an amount equal to a third of the ini-
tial standard errors. Thus, the average error using the method of the OECD reporting 
for the 13 countries is SE = 2.36 , the average standard error from rescaling, including 
the method variance is SEcomp. = 3.73 (see also Table  2). To get an impression of the 
influence of the proportion of error related to the different analytical decisions, we cal-
culated the error ratio (ER), which is defined as the quotient of the averaged standard 
error (across the 32 rescaling models) and the respective compound standard error 
( ER = SEcomp./SEaver. ; see Robitzsch, 2022b; Buckland et al., 1997). The mean error ratio 
calculated in this way across the three groups of countries considered here as an exam-
ple is ER = 2.04 for the 2012 PISA round, ER = 1.46 for 2009, ER = 1.49 for 2006, and 
finally ER = 1.57 for 2003; (see also Table 3 for the German sub-sample).

Table  3 presents the different mean estimates for the German PISA sub-sample as 
the result of each of the 32 combinations of analytical decisions. An examination of 
the single mean estimates shows a clear influence of the item selection on the resulting 
mean estimates over the PISA rounds of 2003 and 2006. For example, the mean esti-
mates for the 2003 round using the total set of mathematics items (factor level total) 
across all other analytic decisions are distributed narrowly around a value of 503 scale 
points on the PISA metric, whereas the mean estimates based only on the set of com-
plete link items (factor level complete) fluctuate around a value of 505 while a compa-
rable picture emerges for the 2006 PISA round, the effect of item selection seems to be 
less pronounced for the 2009 and 2012 rounds (see Table 3). Note that the single results 
for all other countries as presented in Table  3 for the German sub-sample are provided 
as a ’csv’ file in the OSF repository at https:// osf. io/ ubvaq/? view_ only= 99ba9 1912c 0f450 
eaa19 8be51 e88de d9.

In contrast to the results reported so far, which refer to 13 selected countries, which 
were selected here to be representative of the international distribution of competence 
in mathematics, the variance components analyses refer to all countries available for 
trend analyses in the corresponding rounds. The comparative analysis of the variance 
components from the four analytical decisions shows for the trend analyses that the fac-
tor (items) of item selection covers the relatively largest proportion of the variance. In 
addition to the comparison of the main effects of the four factors (items, sample, calibra-
tion and estimation), the observation of the first-order interaction effects indicates in a 
comparable way that the interaction term country:item covers the relatively largest share 
of the variance (see Table 4). This effect of item selection is similar, but not identical, in 
the cross-sectional analysis. In addition to a large country effect as expected, it can be 
seen that the factor of different item selection (items) covers an increasing proportion 
of the variance as the number of available items increases throughout the PISA rounds. 
Over the four PISA rounds, the respective decreasing relative share of variance from the 
different types of item calibration (factor calibration) is in the opposite direction (see 
Table 5). For the second-order interaction effects, both the cross-sectional and the trend 
analysis show that the interaction term item:country is the most pronounced (see row 8 
in Table 4 and row 7 in 5). For the three-way interactions, no systematic effects can be 
found across the three trend estimates or four cross-sectional analyses.

https://osf.io/ubvaq/?view_only=99ba91912c0f450eaa198be51e88ded9
https://osf.io/ubvaq/?view_only=99ba91912c0f450eaa198be51e88ded9
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Discussion
With the present work, it could be demonstrated that different analytical decisions in 
calibration and scaling can have a decisive influence on both cross-sectional country 
comparisons and longitudinal statements on changes in competencies as assessed in 
large-scale assessments (LSA). The findings from the analyses shown here based on the 
PISA data from the four rounds of 2003 to 2012 suggest that item selection is of particu-
lar importance in a relative comparison of the core factors of analytic decisions included 
here. This applies equally to cross-sectional comparisons of individual countries and to 
statements about substantial changes in mean estimates of proficiency within individ-
ual countries over the four survey periods. The meaningful effects of the second-order 
country-by-item interaction also found suggest that single items might function differ-
ently in different countries, which may subsequently impact the central outcome in the 
cross-sectional country means and, hence, PISA ranking charts. Based on the plausi-
ble assumption, not only supported by the methodological literature on the scaling of 
large-scale data, that the factors of analytical decisions considered in the analyses con-
ducted here represent at least a substantial part of the possible method variance that 
exists in the evaluation of LSA data, conclusions can be drawn about the meaningfulness 

Table 4 Standard Deviations of Different Factors of Analytical Decisions for Trend Estimates in PISA 
Mathematics Obtained from a Variance Component Analysis

Variance components including number of countries: a40, b 57 and c 63.

Source of variance 2003‑2006a 2006‑2009b 2009‑2012c

1 Country 7.28 11.51 8.96

2 Sample 0.14 0.12 0.43

3 Calibration 0.00 0.36 0.47

4 Items 0.46 0.00 2.27

5 Estimation 0.00 0.00 0.00

6 Sample:country 0.00 0.00 0.00

7 Calibration:country 0.14 0.03 0.29

8 Items:country 2.59 2.04 4.10

9 Estimation:country 0.00 0.16 0.12

10 Sample:calibration 0.00 0.11 0.07

11 Sample:items 0.10 0.04 1.04

12 Estimation:sample 0.00 0.00 0.00

13 Items:calibration 0.00 0.19 0.00

14 Estimation:calibration 0.00 0.00 0.29

15 Estimation:items 0.11 0.33 0.02

16 Sample:calibration:country 0.10 0.00 0.00

17 Sample:items:country 0.25 0.20 0.20

18 Estimation:sample:country 0.00 0.00 0.00

19 Items:calibration:country 0.15 0.00 0.00

20 Estimation:calibration:country 0.09 0.08 0.23

21 Estimation:items:country 0.23 0.00 1.02

22 Sample:items:calibration 0.09 0.02 0.03

23 Estimation:sample:calibration 0.11 0.08 0.11

24 Estimation:sample:items 0.10 0.01 0.10

25 Estimation:items:calibration 0.08 0.13 0.23

26 Residual 0.55 0.54 0.58
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Table 5 Standard Deviations of Different Factors of Analytical Decisions for Cross‑Sectional Country 
Means in PISA Mathematics Obtained from a Variance Component Analysis

a Variance components considering 40 countries.

Source of Variance 2003a 2006a 2009a 2012a

1 Country 48.69 47.23 44.52 43.30

2 Sample 0.00 0.82 1.80 0.00

3 Items 0.00 0.80 1.02 1.19

4 Estimation 0.02 0.71 0.36 0.00

5 Calibration 4.78 1.05 0.81 0.01

6 Country:sample 0.10 0.02 0.09 0.00

7 Country:items 2.58 2.02 1.71 4.63

8 Country:estimation 0.10 0.07 0.09 0.00

9 Country:calibration 0.15 0.17 0.12 0.12

10 Sample:items 0.00 0.00 0.00 0.97

11 Sample:estimation 0.00 0.42 0.38 0.16

12 Sample:calibration 0.00 0.22 0.04 0.02

13 Estimation:items 0.03 0.08 0.47 0.86

14 Calibration:items 0.00 0.00 0.08 0.36

15 Calibration:estimation 0.02 1.22 1.58 0.20

16 Country:sample:items 0.00 0.00 0.00 0.12

17 Country:sample:estimation 0.00 0.00 0.00 0.00

18 Country:sample:calibration 0.05 0.06 0.03 0.06

19 Country:estimation:items 0.09 0.00 0.10 0.60

20 Country:calibration:items 0.04 0.10 0.05 0.07

21 Country:calibration:estimation 0.06 0.00 0.09 0.11

22 Sample:estimation:items 0.00 0.00 0.03 0.15

23 Sample:calibration:items 0.00 0.24 0.22 0.33

24 Sample:calibration:estimation 0.00 3.87 6.65 3.03

25 Calibration:estimation:items 0.01 0.10 0.26 0.51

26 Residual 0.37 0.44 0.42 0.45
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Fig. 2 PISA mathematics country means with confidence intervals constructed from methodological 
variance (solid lines); Method from OECD reporting with confidence intervals (dashed lines)



Page 24 of 29Heine and Robitzsch  Large-scale Assessments in Education           (2022) 10:10 

of country-mean differences. For example, a systematic inspection of the constructed 
confidence intervals in this study suggests that the confidence intervals of the inferred 
true country means are about twice as large as the error from the official reports, after 
accounting for possible differences in analytic choices. This overarching finding helps 
to put into relative terms the “horse race communication” (see Ertl, 2020) regarding the 
PISA country rankings, which has been forced not least by media reporting (see Johans-
son, 2016). Against the background of the findings from the present analyses, a rather 
cautious interpretation of such differences in the PISA rankings seems to be indicated, 
especially in the case of only small country mean differences. Such a more moderate view 
of, in particular, small country mean differences could help to put into relative terms the 
pure governing by numbers (see Grek, 2009) in the area of educational policy develop-
ment and, at the same time, broaden the view of country-specific differences in educa-
tional prerequisites. Such an expanded view on LSA data beyond rankings could foster 
more promising nuanced analyses within countries (see Singer & Braun, 2018), such as 
on skill distribution within population groups, rather than pure mean aggregates, or 
supplementing and evaluating country-specific longitudinal components of LSA studies.

Our approach to rescaling the PISA mathematics data 2003 – 2012 also implies prior 
decisions on the analytical procedure. The analytical decisions we take into account are 
based on theoretical considerations or existing findings from the methodological litera-
ture on LSAs. Some of our analytical decisions may still be part of an open controversial 
debate. For example, the decision to treat missing responses, both omitted items, and 
items not-reached, as incorrect responses, as we have dealt with in our analyses, may be 
controversial. From the rather extensive theory and years of research on missing data 
comes a rich arsenal of widely varying and nontrivial methods for dealing with these 
missing data points depending on the nature of the data failure process (see, e.g., Rubin, 
1987). However, no matter how fancy these approaches are, they are all ultimately based 
on more or less strong assumptions whose ultimate hold is usually difficult to prove. In 
our analyses, we choose the uniform interpretation of items not-reached or omitted as 
incorrect answers for item calibration and person scaling steps. We justify this decision 
with reference to the literature (cf. Robitzsch A & Lüdtke, 2021; Robitzsch, 2021b) with 
the sound construct definition underlying the PISA competency domains, substantiat-
ing the selection of specific items in the test that operationalize the construct. In such a 
design-based perspective, it is not left to the test takers to define the construct by their 
ad hoc selection of the items they want to work on. Finally, yet importantly, the finding 
that item selection typically has a considerable influence on measurement, which was 
also confirmed in our analyses, supports such a design-based perspective to the detri-
ment of a model-based perspective that, for example, strives for a better model fit. The 
design-based view of latent variable operationalization parallels the formative latent 
variable model in that the constructs to be measured consist of a fixed operationaliza-
tion—in contrast to the reflective latent variable model in which the single items are 
seen as interchangeable indicators and (in the best case) equally good and representa-
tive of a construct to be measured. Finally, we would note that we are well aware of the 
ongoing debate about the treatment of omitted and not-reached items in LSAs and the 
lack of an ideal solution for these missing item responses. However, the very magnitude 
and importance of this open debate is more likely to warrant a stand-alone paper, so we 
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would like our present analyses and findings to be understood as a stimulating start-
ing point for further research. In this respect, based on further empirical research, we 
would welcome a critical discussion of the potential impact of different approaches to 
item nonresponse on scaling results as a further factor of analytic decisions in evaluating 
LSA data (see Robitzsch, 2022a). This is particularly the case as increasingly recent data 
from PISA and other LSAs typically reinforce the trend that the proportion of missing 
data varies across countries.

Another criticism could be that in this paper, we do not include the analysis meth-
odology that has been expanded in the current PISA rounds as an additional factor in 
analytical decisions. However, it must be stated that our analytical decisions relate to the 
data analyzed here, which covers the period up to the PISA survey in 2012, and the cur-
rently expanded (new) analysis methodology used for the official OECD reporting has 
only been applied to the PISA data since the survey in 2015. In this respect, we take into 
account the methodology that was officially used in the period of the data analyzed here. 
The decision to only base our analyses on the data up to the 2012 round of PISA and, 
therefore, to limit ourselves to the corresponding methodologies was motivated by two 
essential aspects that can be found in the transition from PISA 2012 to 2015. On the one 
hand, the general assessment mode changed from paper-based to computer-based sur-
veys and, on the other hand, the model for competence scaling changed to a 2PL model 
together with the change of the core contractor. These two changes have resulted in 
numerous methodologically oriented analyses and papers on their effects, which is why 
we refrained from analyzing these two aspects again for this paper to strive for clarity of 
the expected findings.

Conclusions
The results of the present study should not be misunderstood as an undifferentiated 
overall critique of the analytical decisions made in past PISA rounds for the official 
PISA reporting. After all, analytical decisions are always based on current methodologi-
cal knowledge and its practical feasibility within large-scale comparative studies such as 
PISA. But this methodological knowledge is subject to constant change with constant 
new developments, and, above all, the practical implementation of the latest methods in 
LSAs is not always immediately possible or even appropriate. The central message of this 
paper is the finding that analytic decisions to scale LSA data like the PISA data affect the 
results. In this context, the three factors of choosing different calibration samples, esti-
mation procedures, and linkage methods tend to exert little influence on the country-
specific cross-sectional and trend estimates. However, the choice of different link items, 
which also represent the basis for the operationalization of the construct when rescaled 
accordingly, appears to have a decisive impact on country rankings and trends between 
and within countries. To summarize, different analytic choices in the evaluation of LSAs 
can be seen as a so far overlooked, additional source of method variance, which leads 
to an increase in the confidence range for country mean estimates. In this respect, the 
findings from this paper are intended to provide an initial impetus not to overrate the 
significance of very small differences in means or, more generally, small effects from sta-
tistical analyses of LSA studies.
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