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#### Abstract

Background: The present study addresses the equality of school effectiveness across schools. One central aim of compulsory education is for students to learn equally well at all schools in a country even if these schools differ in terms of student composition. However, measuring equality of learning gains independently from selection effects usually requires longitudinal data. This study suggests a different approach and proposes a new measure for the equality of school effectiveness across schools.

Methods: We applied a two-level regression discontinuity approach to estimate the between-school variation in added-year effects on mathematics and science achievement that result from an additional year of schooling, after controlling for the effects of age and student selection-i.e., between-school differences in achievement levels. We utilized data from a total of 13 samples. These stemmed from Nordic and other European countries, which assessed students from two adjacent grades at the same schools. The samples stemmed from TIMSS 1995 and 2015 and both primary and secondary school levels. Results: The main findings indicated that although schools differed in initial achievement levels in all samples, schools in some countries, such as Norway and Cyprus, attained a high degree of equality of school effectiveness-i.e., of the effect of an additional year of schooling. Despite the fact that schools with a more privileged student composition had higher achievement levels than less privileged schools, their school effectiveness did not usually differ significantly. Both age and an additional year of schooling resulted in positive effects on mathematics and science achievement, however, effect sizes differed considerably between the 13 samples. Conclusions: We discuss the implications of the proposed school effectiveness measure, which is based on a regression discontinuity approach. We conclude that countries, such as Nordic ones, should consider extending their participation in international large-scale assessments with additional grades from the same schools in future cycles. This design would enable a multitude of robust school effectiveness studies in the future.
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[^0]There are numerous reasons why students have differing learning opportunities. The students' socioeconomic background is among the most important ones-with children of highly educated, well-earning parents also being privileged in terms of educational achievement and attainment (Jerrim \& Macmillan, 2015; Sirin, 2005; Strietholt et al., 2019). Family background disparities are, by implication, very difficult to overcome for both education stakeholders and education systems. However, one aim of compulsory primary and secondary education is to foster learning for all students, independent of their family backgrounds (Jackson, 2013; Marks, 2005; Schütz et al., 2008). Especially the social-democratic Nordic countries aim for their schools to provide the same learning opportunities to all students and to equally foster learning outcomes across schools (Blossing et al., 2014; Frønes et al., 2020; Yang Hansen et al., 2014).
If an education system did, indeed, succeed in fulfilling the goal of providing the same learning opportunities at all schools, then school effectiveness measures should not vary between schools. Clearly, the ambition to have equally effective schools does not simply mean that all schools have the same mean achievement outcomes. Different student enrollment policies typically result in different student compositions across schools. Regardless of whether these policies relate to geographical catchment areas, merit-based selection, or more direct monetary mechanisms, the likely result is that schools will end up with different socioeconomic student compositions. This is important because the socioeconomic composition of the student body is associated with the students' initial mean achievement levels (Mullis et al., 2017, 2020; OECD, 2019b). Instead, equality of school effectiveness implies that students should make the same learning progress, independent of their school's socioeconomic composition. Hence, ideally, the learning gains per school year-a measure for school effectiveness-should be the same across all schools in a given country even if they do vary in terms of their student bodies (i.e., student selection). We consider equality of school effectiveness to be an important facet of educational effectiveness because it depicts whether some students are left behind at their schools (Bosker \& Scheerens, 1994; Chapman et al., 2012; Townsend, 2007). This is also relevant information for policymaking because the policies that affect the allocation of highly qualified teachers and adequate resources for all schools, as well as other school-level policies, can more easily be changed through political reforms than, for instance, the socioeconomic backgrounds of students.
One way to disentangle school effectiveness from student selection effects at the school level is to use longitudinal studies with large sample sizes. In such studies, the between-school differences in the learning progress found between measurement points can be isolated from the achievement differences that had already existed at the first point of measurement. Such large-scale longitudinal studies are available in a number of countries (see overview in Blossfeld et al., 2019). Some of these countries also extend their participation in cross-sectional international assessments with a longitudinal fol-low-up measurement (e.g., OECD, 2012; Prenzel et al., 2006). Others, such as the Nordic countries, are able to longitudinally connect central data registers of their entire populations with results from standardized achievement tests and teacher-set grades (see e.g., Ræder et al., 2020; Figlio et al., 2016). Without a doubt, such longitudinal designs provide unique research opportunities for tracing school effectiveness differences between schools. However, these studies have some key disadvantages. They are expensive and
time-consuming to carry out, they typically suffer from high attrition rates, and they do not allow for international comparisons. Furthermore, they do not allow for effects of schooling to be disentangled from effects of aging. Achievement gains over one school year reflect both the effects of an additional year of school and those of an additional year of age, both of which should typically have positive effects on achievement outcomes. However, aging effects in school children should not be regarded as a facet of school effectiveness. In contrast, a method that is able to disentangle school effectiveness from both pure age and selection effects is the regression discontinuity design (cf. Luyten et al., 2009).

## Utilizing regression discontinuity designs to estimate the equality of school effectiveness

The basic principle of the regression discontinuity approach is that small, random differences in the so-called running or forcing variable make a pronounced difference in terms of treatment because the so-called scoring rule applies (Angrist \& Pischke, 2009, 2015; Imbens \& Lemieux, 2008). In the present study, this means that small differences in the birth date (running variable age) decide whether a student is placed in a lower grade (control group) or upper grade (treatment group) due to school entry regulations that have fixed birth-date-related thresholds (scoring rule). In Norway, for instance, Decem-ber-born children enter school a whole year earlier than children who are born only one month later, in January, because of school entry policies. This is illustrated in Fig. 1, where the age in months determines whether students attend the lower or upper of two adjacent grades. In terms of the outcome-the achievement in a standardized test-both older age (running variable) and an added year of schooling (treatment) should have positive effects. Due to brain maturation processes, older children should perform better


Fig. 1 Schematic illustration of the regression discontinuity approach. Figure displays the results of the regression (dashed line) of achievement scores ( $y$-axis) on age in months ( $x$-axis) and an added year of schooling in a sample of students (grey dots) from two adjacent grades. Within grades, the slope reflects the effect of age. The discontinuity in the regression reflects the effect of an added year of schooling
on tests than their younger classmates (age effect). Children who go to school one year longer should outperform schoolmates in a lower grade due to the learning effects of formal education (added-year effect).
In the regression discontinuity approach, the outcome (achievement score) is regressed on both the treatment (added year of schooling) and the running variable (age in months). The discontinuity of this regression at the scoring rule threshold reflects the treatment effect, i.e., the added-year effect. In Fig. 1, this regression is depicted as a dashed line. This so-called sharp regression discontinuity approach can be applied if enough students comply with the scoring rule, i.e., attend the formally correct grade in accordance with their birth date and school entry regulations. This is the case in education systems that have strict school entry regulations as well as rare grade retentions and accelerations. Other prerequisites that must be met to apply regression discontinuity designs (Schochet et al., 2010; see Appendix A) are usually fulfilled when regressing achievement on age and grade (Luyten, 2006; Luyten et al., 2017).

## Previous regression discontinuity findings on age and added-year effects

Numerous previous studies have applied the regression discontinuity approach in order to disentangle the effects of age from the effects of schooling on cognitive ability (Cahan \& Cohen, 1989; Cahan et al., 2008; Jabr \& Cahan, 2014, 2015; Kyriakides \& Luyten, 2009; Luyten et al., 2017; Singh, 2020) and school achievement outcomes (Ali \& Heck, 2012; Cahan \& Davis, 1987; Cahan et al., 2008; Cliffordson, 2010; Crone \& Whitehurst, 1999; Gormley \& Gayer, 2005; Heck \& Moriyama, 2010; Kyriakides \& Luyten, 2009; Luyten, 2006; Luyten \& Veldkamp, 2011; Luyten et al., 2008, 2009, 2017, 2020; Olsen \& Björnsson, 2018; Perry, 2017; Van Damme et al., 2010; Webbink \& Gerritsen, 2013). Other studies have not applied the above-discussed regression discontinuity approach but have employed similar strategies to disentangle age and schooling effects (Baltes \& Reinert, 1969; Carlsson et al., 2012; Cascio \& Lewis, 2006; Cliffordson \& Gustafsson, 2008; Stelzl et al., 1995; Van de Vijver \& Brouwers, 2009).

The findings of these studies can be summarized as follows. Both age and schooling usually have positive effects on scores in more general cognitive as well as academic achievement tests. However, the literature provides rich and nuanced information beyond this simple fact. First, effect sizes vary considerably between countries (Luyten, 2006; Luyten \& Veldkamp, 2011; Singh, 2020; Webbink \& Gerritsen, 2013). Moreover, based on studies that are repeated at regular intervals, the age effects fluctuate considerably over time within the same country (Olsen \& Björnsson, 2018).
Second, effect sizes of age and added-year effects vary between younger and older students. Over their school career, both age and added-year effect sizes typically decrease (Cliffordson, 2010; Luyten et al., 2017; Olsen \& Björnsson, 2018; Webbink \& Gerritsen, 2013). However, this finding might also result from an increasing between-student variability in test scores, which would mean that absolute age and added-year effects are evaluated against a larger variance in older students. In one study with vertically linked scores, the schooling effect did not decrease over the school career (Kyriakides \& Luyten, 2009).

Third, the literature indicates interesting differences between test domains. In comparison to tests on academic achievement domains that are closely tied to school curricula,
more general cognitive ability tests indicate smaller added-year effects (Cahan et al., 2008; Cliffordson \& Gustafsson, 2008; Luyten et al., 2017). The obvious explanation for this finding is that schooling seems to have greater effects in areas that are explicitly taught at school (e.g., mathematics, reading) than on more general cognitive abilities (e.g., generic problem solving). Furthermore, two studies found that age effects on cognitive ability test scores decreased more over the school career than age effects on academic achievement test scores (Kyriakides \& Luyten, 2009; Luyten et al., 2017). In terms of the added-year effect, no such differences between the two test domains were revealed (Luyten et al., 2017).

## Extending the regression discontinuity approach to measure the equality of school effectiveness

The generic example of regression discontinuity in Fig. 1 provides a simple illustration of how this approach effectively disentangles the effects of age and schooling. By translating this approach to a multi-level framework, however, one can further separate the between-school differences in school effectiveness from student selection effects. This approach is illustrated in Fig. 2. Just as before, an outcome (achievement score) is regressed on the treatment (added year of schooling) and on the running variable (age in months). A two-level regression model includes a random intercept, a random slope for the added-year effect, and a fixed slope for the age effect. Hence, the model captures the differences in intercepts and added-year effects between schools, while the age effect is the same across schools. This is illustrated for three schools in Fig. 2. Example school A starts off with a higher achievement level in the lower grade than schools B and C (cf. intercepts in Fig. 2) but has a smaller added-year effect (cf. regression discontinuities


Age in months
Fig. 2 Schematic illustration of between-school variation in student selection and added-year effects. Figure displays the results of the regression (dashed lines) of achievement scores ( $y$-axis) on age in months (x-axis) and an added year of schooling in a sample of students from two adjacent grades at three schools ( $\mathbf{A}, \mathbf{B}$, and $\mathbf{C}$ ). The between-school variation in the intercepts reflects differences in student selection. The between-school variation in the added-year effects (regression discontinuities) reflects unequal school effectiveness
in Fig. 2). School B has the lowest achievement levels in the lower grade but the largest added-year effect. Age effects (cf. slopes in Fig. 2) are the same at all schools.
The two-level regression discontinuity approach allows for the estimation of the degree to which schools vary in their school effectiveness (i.e., the added-year effect), while controlling for the between-school differences in student selection (i.e., the intercept) that already preexisted in the lower grade. Although it is probably very difficult for countries to reduce the between-school variation in selection mechanisms (i.e., intercepts), which occur due to, for instance, residential segregation, countries can nevertheless aim to minimize the between-school variation in school effectiveness. Similarly, it is probably unavoidable for schools with a privileged student composition to have higher achievement intercepts (Mullis et al., 2017, 2020; OECD, 2019b). However, countries can aim to attain the same added-year slopes at all schools, regardless of their socioeconomic composition.

## Previous two-level regression discontinuity findings

The variation in the added-year effects between schools, which serves as the central measure of interest in the present study, has rarely been investigated in the past. Only six of the above-mentioned regression discontinuity studies applied a multi-level extension to investigate the between-school variation in intercepts and added-year slopes.
One study that investigated age and added-year effects on mathematics and reading outcomes between grades 7 and 8 in 53 schools in the US found significant betweenschool variance in both intercepts and added-year slopes (Ali \& Heck, 2012). At schools with a disadvantaged socioeconomic student composition, both intercepts and addedyear slopes were lower than in schools with a more privileged student body. Another mathematics and reading domain study from the US also found significant betweenschool variations in both age and added-year effects in grade 4 and 5 students from 198 schools (Heck \& Moriyama, 2010). In contrast to the first study, however, they found no significant correlation between the schools' added-year effects and socioeconomic compositions. However, both studies were based on complex approaches, where age and added-year effects were embedded into multi-level structural equation models with multiple predictors and interaction terms at student and school levels. Hence, the interpretation of the results is not straightforward.
A multi-level regression discontinuity study that used data from 15-year-old students from 270 schools in England found a significant between-school variation in intercepts but not in added-year effects (Luyten et al., 2008). In complex models with multiple predictors, schools with disadvantaged student compositions showed lower intercepts but higher added-year effects than schools with more privileged student bodies. Another study that used primary school level data from England found that 18 schools varied significantly in both intercepts and added-year effects (Luyten et al., 2009), but it did not investigate associations with school composition.
In a multi-level regression discontinuity study that used data from six secondary school grades at six Cypriot schools, the schools significantly differed in added-year effects on mathematics but not on Greek language or cognitive ability tests (Kyriakides \& Luyten, 2009). The study, possibly due to the small sample of schools, found no significant association between added-year effects and any student background characteristics.

Another study used primary school level data from eight countries that participated with two adjacent grades in the Third International Mathematics and Science Study (TIMSS) in 1995 (Luyten, 2006). In all countries, both intercepts and added-year effects on mathematics and science test scores varied between schools, but this variation was not significant in all countries. The between-school variations of intercepts exceeded those of the added-year effects. Interestingly, the countries showed very different degrees of between-school variation of added-year effects. In none of the countries did the schools with a more privileged student body significantly differ from others in terms of added-year effects. However, these models contained numerous further variables at both the student and school levels, which again complicates the interpretability of their estimates.
In summary, existing studies showed that schools usually differ in intercepts internationally, i.e., achievement levels in lower grades. Furthermore, schools with a more privileged student composition were found to have higher intercepts than others. These findings are unsurprising because achievement intercepts reflect the fact that schools recruit from residential areas that are differently composed as well as because schools might have different school effectiveness levels in prior grades. In contrast, not all studies found pronounced between-school variation in added-year effects. While this might relate to the sometimes small school sample sizes, among other issues, it could also reflect the fact that some countries, indeed, manage to attain a very similar school effectiveness across schools. In most studies, school composition was not significantly associated with the schools' added-year effects. However, these studies included a multitude of additional predictor variables and different interaction terms at individual and school levels in their models, which may obscure and complicate the interpretability of their findings.

## Advantages of the regression discontinuity approach for investigating the equality of school effectiveness

The previous literature has demonstrated that the multi-level regression discontinuity approach can be used to investigate the equality of school effectiveness by modeling the between-school variation of added-year effects. In comparison with alternative longitudinal designs, this approach has several advantages (Angrist \& Pischke, 2009, 2015). First, longitudinal analyses are more demanding to carry out, both in terms of cost and the time that elapses before data can be analyzed. For the regression discontinuity approach, in contrast, student data of at least two adjacent grades can be collected at the same point in time. Second, the regression discontinuity approach does not suffer drawbacks from students changing schools and other sample attrition causes as longitudinal studies usually do. Third, it is much easier to repeat the same regression discontinuity study after a few years in order to obtain trend information than to repeat a longitudinal study. Fourth, it is much easier to conduct the same regression discontinuity study in multiple countries in order to enable a comparison of the equality of school effectiveness, as was done in TIMSS 1995. Unfortunately, the subsequently repeated TIMSS cycles (Trends in International Mathematics and Science Study) only targeted one grade per school in their international design. In addition, it is important to emphasize that studies that did directly compare the results of longitudinal and regression discontinuity
approaches found that these reached very similar conclusions at the country level (Luyten et al., 2009; Perry, 2017; Singh, 2020).
Nevertheless, the regression discontinuity approach is also associated with potential limitations. The most important one for the current study is that its design requires large complier proportions-i.e., students who are in the formally correct grade given their birth date and school entry regulations. In countries with strict school entry policies and low rates of grade repetition and acceleration, such as the Nordic countries, the regression discontinuity approach is a promising alternative to longitudinal designs for obtaining robust estimations of the inequality of school effectiveness.

## The present study

This study aims to disentangle the between-school variation in school effectiveness from the between-school variation in student selection. We applied the above-described two-level regression discontinuity approach to estimate the between-school variation in added-year effects (school effectiveness) and intercepts (student selection). Furthermore, this study investigates whether the schools' added-year effects and intercepts differ depending on their socioeconomic student composition. This study uses Norway as a showcase with other carefully selected Nordic and European countries serving as a basis for comparison. Altogether, 13 samples are investigated-from 7 countries, 2 grade levels, and TIMSS 1995 and 2015-that were identified as being complicit with the standards for conducting regression discontinuity analyses. On this basis, the current paper demonstrates how the equality of school effectiveness measure can be compared between countries and over a 20 -year interval. Furthermore, the study includes both primary and secondary school levels. However, their scores are not directly comparable because they were scaled independently. To complement previous research, the central strengths of this study lie in the fact that we ran simpler and more targeted models to identify the between-school variation in school effectiveness. In addition, the reanalyzed data from previous studies are complemented with an analysis of new data.

## Methods

Data
The main data source of interest came from Norway's extended participation in TIMSS 2015, where the international sampling design was complemented by the assessment of 2 adjacent grades at the same schools and at both primary (grades 4 and 5) and secondary (grades 8 and 9 ) school levels. To compare these findings with other relatively similar countries and with an earlier point in time, we added 11 primary and secondary school samples from TIMSS 1995 in which 2 grades from the same schools were assessed. This study partly uses the same datasets as Luyten (2006). We applied a strict criterion for selecting countries from the TIMSS 1995 study in order to ensure that only samples with a high share of compliers were included: the proportion of students in the formally correct grades-given their birthdates and the countries' school entry regulations-was at least $93 \%$ in the samples included for analysis. In some of the countries excluded from the analysis, such as France, Germany, and Ireland, the shares of compliers were well below $80 \%$. In addition, we tested the assumptions for regression discontinuity designs for all samples (see below).

Table 1 illustrates the sample preparation for the 13 selected samples. First, we identified those students with complete birth and test date information who attended schools that assessed two adjacent grades. Second, we identified the share of compliers (see columns 1-3 in Table 1). Third, we only included students from school samples with at least 10 lower and 10 upper grade students in order to enable analyses at the school level (see columns 4-11 in Table 1). Apart from the Norway 1995 secondary school sample, the number of students exceeded 2,000 and the number of schools 50 in the analyses samples. With the exception of the Sweden 1995 secondary school sample, the lower and upper grades contained approximately balanced numbers of students. It should be noted here that there are differences in grade labels and mean age (see columns 7, 8, 10, and 11 in Table 1) and that these reflect different policies for school starting ages in the selected countries.

## Measures

Outcome variables
The outcome variables were student achievement scores in mathematics and science. In both TIMSS 1995 and 2015, students responded to standardized paper-pencil-based tests that contained multiple choice and open-ended items (Martin et al., 2016, Martin \& Kelly, 1996). Two age-adequate test versions for primary and secondary school students were used, respectively. Per age group, students from the lower and upper grades responded to the same tests, and the achievement scores were scaled to allow for the comparison of lower and upper grade students' scores. As achievement scores, TIMSS provided five plausible values per student, which were computed using conditioning techniques with test and background data. Per age group and achievement domain, the scores had an international mean of 500 and standard deviation of 100 (Martin \& Kelly, 1997; Martin et al., 2016). Plausible values contained no missing values.

## Predictor variables

We used two main predictor variables-added year of schooling (treatment) and age (running variable). Per country sample, we recoded the grade variable to an added-year dummy variable for treatment ( $1=$ upper grade) versus control ( $0=$ lower grade) group membership. Age in months was determined based on the students' birth month and year relative to the test month and year. To facilitate the interpretability of intercepts in later regression models, we recoded the age in months relative to the threshold age between grades ( $0=$ oldest students in lower grade, $1=$ youngest student in upper grade) so that the age variable ranges between - 11 (youngest students in lower grade) and 12 (oldest students in upper grade). Since we only included students attending formally correct grades, none of the students in the analyses samples were formally too young or old for their grade. As mentioned above, students with missing test or birth date information were excluded because their formally correct grades could not be determined. In the original samples, the share of missing date values were in the $0-2 \%$ range, except for the Scotland 1995 primary school sample (11\%). The grade variable contained no missing values.

Furthermore, we used the school-level aggregated number of books at students' homes as a proxy for socioeconomic school composition. In both TIMSS 1995 and
Table 1 Overview of countries and student samples

| \# | School level Country | Complier samples |  |  | Analysis samples |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | \% <br> Complier <br> (1) | \# <br> Students <br> (2) | \# <br> Schools <br> (3) | \# <br> Students <br> (4) | \# <br> Schools (5) | Lower grade |  |  | Upper grade |  |  |
|  |  |  |  |  |  |  | \# <br> Students <br> (6) | Grade Label <br> (7) | Mean Age <br> (8) | \# <br> Students <br> (9) | Grade Label <br> (10) | Mean Age <br> (11) |
|  | Primary school |  |  |  |  |  |  |  |  |  |  |  |
| 1 | Norway 2015 | 99 | 8303 | 137 | 8069 | 124 | 3987 | 4 | 9.72 | 4082 | 5 | 10.72 |
| 2 | Norway 1995 | 98 | 4199 | 131 | 3687 | 99 | 1868 | 2 | 8.84 | 1819 | 3 | 9.85 |
| 3 | Iceland 1995 | 98 | 3306 | 137 | 2585 | 75 | 1252 | 3 | 8.62 | 1333 | 4 | 9.62 |
| 4 | Cyprus 1995 | 93 | 4360 | 106 | 4196 | 99 | 2048 | 3 | 8.81 | 2148 | 4 | 9.82 |
| 5 | Greece 1995 | 95 | 5547 | 167 | 5075 | 138 | 2527 | 3 | 8.58 | 2548 | 4 | 9.56 |
| 6 | Scotland 1995 | 95 | 5268 | 130 | 4924 | 109 | 2460 | 4 | 8.68 | 2464 | 5 | 9.68 |
|  | Secondary school |  |  |  |  |  |  |  |  |  |  |  |
| 7 | Norway 2015 | 99 | 9342 | 142 | 9279 | 137 | 4712 | 8 | 13.72 | 4567 | 9 | 14.72 |
| 8 | Norway 1995 | 96 | 1295 | 38 | 1116 | 28 | 547 | 6 | 12.86 | 569 | 7 | 13.84 |
| 9 | Iceland 1995 | 99 | 3063 | 118 | 2404 | 67 | 1219 | 7 | 12.63 | 1185 | 8 | 13.64 |
| 10 | Sweden 1995 | 96 | 5753 | 115 | 5375 | 105 | 3578 | 7 | 13.89 | 1797 | 8 | 14.90 |
| 11 | Cyprus 1995 | 93 | 5398 | 55 | 5398 | 55 | 2646 | 7 | 12.71 | 2752 | 8 | 13.72 |
| 12 | Scotland 1995 | 95 | 5286 | 122 | 5245 | 120 | 2643 | Sec. 1 | 12.68 | 2602 | Sec. 2 | 13.68 |
| 13 | Slovak Rep. 1995 | 93 | 6586 | 145 | 6586 | 145 | 3296 | 7 | 13.22 | 3290 | 8 | 14.21 |

The complier samples contain students who were in the formally correct grade. The analysis samples contain those compliers who were at schools with at least 10 students in the lower and 10 students in the upper grade in the samples. The grade labels indicate what the lower and upper grades were called in the respective countries. The mean age is depicted in years

2015, the books at home variable was assessed through student questionnaires and ranged from $1=$ none or very few ( $0-10$ books) to $5=$ enough to fill three or more bookcases (more than 200 books). We aggregated the books at home variable while removing missing values. Between 0\% (in the Norway 1995 secondary school sample) and $16 \%$ (in the Greece 1995 primary school sample) of students in the analyses samples had not responded to the books at home questionnaire item. However, the aggregated number of books variable was available for all schools in all samples, except for two schools in the Scotland 1995 secondary school sample. These two schools were excluded from the analyses that included the socioeconomic school composition.

## Statistical analyses

We conducted three sets of analyses. First, we ran regression discontinuity analyses with a student-level focus to illustrate general age and added-year effects on mathematics and science achievement and to ensure that regression discontinuity analyses prerequisites were met. Second, we ran school-level analyses to disentangle the between-school differences in school effectiveness and student selection. These constitute the central analyses in the present study. Third, we regressed this between-school variation in selection and added-year effects on schools' socioeconomic composition. We ran separate analyses for all 13 samples and for both outcome domains. We used Mplus version 8.6 (Muthén \& Muthén, 2017) for the analyses and the R package MplusAutomation (Hallquist et al., 2018) to handle the Mplus results. We applied the student sampling weights "TOTWGT" to account for the stratified complex sampling designs (Meinck, 2020) and accommodated the nesting of students in schools in all analyses. The analyses were run separately for the five plausible values and the results were combined using Rubin's (1987) rules.

## Regression discontinuity analyses with student-level focus

In the present study, the regression discontinuity approach implies regressing the achievement score $Y$ of student $i$ on the added-year dummy $D$ and age $A$. To consider the clustering of students in schools, we ran a two-level regression discontinuity model where student $i$ was nested in school $j$ :

$$
\begin{equation*}
Y_{i j}=\beta_{0}+\beta_{1} D_{i j}+\beta_{2} A_{i j}+r_{i j} \tag{1}
\end{equation*}
$$

This regression disentangles the general effect of an added year of schooling $\beta_{1}$ from the general effects of an additional month of age $\beta_{2}$ across schools (see Fig. 1). The intercept $\beta_{0}$ reflects the estimated achievement score of the oldest students in the lower grades $(A=0$ and $D=0)$. This two-level model estimates the same intercept $\beta_{0}$, schooling effect $\beta_{1}$, and age effect $\beta_{2}$ across schools (i.e., fixed intercept and slopes). A number of prerequisites must be met to estimate these models and interpret them as robust regression discontinuity results (Angrist \& Pischke, 2009, 2015; Schochet et al., 2010). These considerations and findings are summarized in Appendix A. From the results presented in Appendix A, we concluded that the regression discontinuity prerequisites were met and that the approach was applicable for all samples.

## Regression discontinuity analyses with school-level focus

Since the main aim of the present study is to estimate the between-school variation in added-year and student selection effects within countries, we consequently extended the two-level regression model with random effects for the intercept and added-year slope:

$$
\begin{equation*}
Y_{i j}=\beta_{0 j}+\beta_{1 j} D_{i j}+\beta_{2} A_{i j}+r_{i j} . \tag{2}
\end{equation*}
$$

Both the intercept and added-year slope were modelled to vary between schools, as follows:

$$
\begin{equation*}
\beta_{0 j}=\gamma_{00}+u_{0 j} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1 j}=\gamma_{10}+u_{1 j} . \tag{4}
\end{equation*}
$$

Inserting (3) and (4) in (2) results in:

$$
\begin{equation*}
Y_{i j}=\gamma_{00}+u_{0 j}+\gamma_{10} D_{i j}+u_{1 j} D_{i j}+\beta_{2} A_{i j}+r_{i j} \tag{5}
\end{equation*}
$$

In these models, the intercept $\gamma_{00}$ reflects the mean achievement score of the oldest students in the lower grades across schools and $u_{0 j}$ reflects its between-school variation. The between-school variation in the intercept reflects all sorts of student selection differences between schools as well as prior school effectiveness differences. Therefore, the intercept can be expected to vary between schools in all countries. The parameter $\gamma_{10}$ reflects the mean effect of an additional year of schooling across schools and $u_{1 j}$ reflects its between-school variation-i.e., the degree to which schools vary in the added-year effect on achievement. The added-year effect can be interpreted as a measure of school effectiveness, and the associated between-school variation can accordingly be regarded as an indicator for the equality of school effectiveness. Ideally, schools should not vary in this school effectiveness measure in education systems. The parameter $\beta_{2}$ reflects the general effect of age on student achievement. It should be noted here that this age effect does not vary between schools in the model. To be able to compare the results of the countries, we $z$-standardized the achievement plausible values for each country before running these school-level analyses.

## Regression discontinuity analyses with school-level focus and socioeconomic school composition predictor

To further illustrate the different meanings of between-school variations in intercepts and added-year effects, we extended the school-level model by regressing both the intercept $\beta_{0 j}$ and the added-year slope $\beta_{1 j}$ on socioeconomic school composition $C_{j}$, i.e., the aggregated mean number of books at home, as follows:

$$
\begin{equation*}
\beta_{0 j}=\gamma_{00}+\gamma_{01} C_{j}+u_{0 j} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{1 j}=\gamma_{10}+\gamma_{11} C_{j}+u_{1 j} . \tag{7}
\end{equation*}
$$

After inserting (6) and (7) in (2), this results in:

$$
\begin{equation*}
Y_{i j}=\gamma_{00}+\gamma_{01} C_{j}+u_{0 j}+\gamma_{10} D_{i j}+\gamma_{11} C_{j} D_{i j}+u_{1 j} D_{i j}+\beta_{2} A_{i j}+r_{i j} . \tag{8}
\end{equation*}
$$

Therefore, the parameter $\gamma_{01}$ depicts the degree to which the intercept-i.e., the mean achievement of the oldest students in the lower grades-is associated with socioeconomic school composition. This association should be positive in all countries because privileged students, on average, score higher on achievement tests. The parameter $\gamma_{11}$ reflects to what extent the mean added-year effect-i.e., school effectiveness measurerelates to the socioeconomic school composition. Ideally, added-year effects should be unrelated to schools' socioeconomic composition. In other words, schools should promote the same learning outcomes, regardless of their socioeconomic composition. Just as we had done for the achievement plausible values, we also $z$-standardized the aggregated number of books variable before running these school-level analyses.

## Results

## Descriptive statistics

Table 2 summarizes the descriptive statistics for the 13 samples. The fact that the schools in the samples had different socioeconomic student compositions shows in the intra-class-correlations (ICCs) of the number of books at home variable (see column 1 in Table 2). The lowest ICC was observed in the Norway 1995 primary school sample and the highest in the Scotland 1995 secondary school sample. These books at home ICC values can reflect different selection mechanisms, including residential segregation between social groups. Similarly, columns 2-3 show the ICCs of the mathematics and science achievement scores. Again, the lowest ICCs were observed in the Norway 1995 primary school sample and the highest in the Scotland 1995 secondary school sample. These achievement ICCs can also reflect residential segregation mechanisms as well as differences in the effectiveness of schools. Across the three ICCs, the scores for school segregation by socioeconomic status and achievement were rather low in Norway, Iceland, and Cyprus in comparison to Greece, Scotland, Sweden, and the Slovak Republic.
The mathematics and science score distributions in the lower and upper grades are depicted in columns 4-11 in Table 2. Within domains and countries, the students in the upper grades scored higher than the ones in the lower grades. These differences in means reflect that they were both older and had attended school for an additional year. By tendency, these gaps between younger and older students were higher in the primary than in the secondary school samples. It should be noted here that the secondary school samples did not show systematically higher means than the primary school samples because TIMSS scales achievement scores independently for primary and secondary school populations. Within both grades and domains, the countries differed in their mean achievement scores. These between-sample differences in mean achievement levels reflect all sorts of heterogeneity, including the fact that the samples differed slightly in terms of attended grades and ages (see Table 1).

## Results of the regression discontinuity analyses with student-level focus

In the first set of analyses, we ran regression discontinuity models that disentangled the age and added-year effects without displaying the between-school differences. Figure 3
Table 2 Descriptive statistics of the 13 samples
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Fig. 3 Results of the regression discontinuity analyses with student-level focus. The figure displays achievement score ( $y$-axes) means per month of age ( $x$-axes) for mathematics (dots) and science (triangles) domains. The lines illustrate regression discontinuity results for mathematics (solid lines) and science (dashed lines). The slopes illustrate age effects. The regression discontinuities between age $=0$ (oldest students in lower grade) and age $=1$ (youngest students in upper grade) illustrate the added-year effects across all schools. The $y$-axes are centered around the samples' overall mean achievement, with the scale limited to 100 points above and below those means. The findings are displayed numerically in Appendix B. The analyses are based on unstandardized achievement scores
graphically illustrates the results of these analyses for the 13 samples (see Appendix B for numerical results). It should be noted here that the $y$-axes in the panels in Fig. 3 are centered around the samples' overall means with the scale limits of 100 points above and below these means. Therefore, the $y$-axes of the panels are comparable even though the samples' general achievement levels differ. The results for mathematics are displayed as solid lines and those for science as dashed lines. The fact that the mean scores by months of age (dots for mathematics and triangles for science) deviated only slightly and unsystematically from the regression lines illustrates that the regression models reflect the data well. As was expected, we observed more deviations in the smaller samples (cf.

Table 1). Figure 3 illustrates that we always found positive effects of age, as indicated by the slopes, and positive effects of an additional year of schooling, as indicated by the regression discontinuities between the oldest students in the lower grades (age $=0$ ) and the youngest students in the upper grades (age $=1$ ). In some cases, we observed very similar achievement levels, age, and added-year effects in the mathematics and science domains, which is reflected in an overlap of regression lines. In other samples, there were greater differences between the two domains.
Conforming to the literature, we observed greater age effects, as indicated by steeper slopes, and greater added-year effects, as indicated by greater regression discontinuities, in the younger samples in comparison to the older ones (see Fig. 3). This can be explained by the fact that the greatest age effects are to be expected when brain maturation proceeds most rapidly-i.e., in young children. However, the fact that the primary and secondary school tests were scaled independently prohibits direct comparisons.

## Results of the regression discontinuity analyses with school-level focus

Since the aim of this study is to disentangle the between-school variation in student selection and school effectiveness, we ran two-level regression discontinuity models, as in Eq. (5). The results are summarized in Table 3 for mathematics and in Table 4 for science. In contrast to the previously presented unstandardized results, we used the $z$-standardized achievement scores in these analyses in order to make the results more comparable across the different samples. Hence, intercepts reflect the mean $z$-standardized achievement scores of the oldest students in the lower grade across schools. The variance of the intercepts depicts to what extent schools varied in these achievement levels. This parameter can thus reflect both the between-school differences in student selection and in prior school effectiveness. We found statistically significant betweenschool variation in intercepts in all samples. We observed lower degrees of betweenschool variation in intercepts in Norway, Iceland, Sweden, and Cyprus in comparison to Scotland, Greece, and the Slovak Republic (see Tables 3 and 4). We did not observe systematic differences between the primary and secondary school samples from the same countries.

Added-year slope parameters, shown in Tables 3 and 4, reflect the mean effects of an additional year of schooling across schools. At the primary school level, these mean added-year effects ranged between 0.305 standard deviations (SD) in Scotland 1995 and 0.634 SD in Norway 1995 in mathematics and between 0.202 SD in Scotland 1995 and 0.448 SD in Iceland 1995 in science. At the secondary school level, the mean added-year effects ranged between 0.089 SD in Cyprus 1995 and 0.332 SD in the Slovak Republic 1995 in mathematics and between 0.084 SD in Norway 2015 and 0.308 SD in the Slovak Republic 1995 in science. Consistent with the literature and student-level findings in Fig. 2, we observed moderate to large added-year effects at the primary school level and small to moderate added-year effects at the secondary school level.
In our models, the variances of the added-year slopes reflect how much schools varied in added-year effects after taking into account the between-school differences in student selection, i.e., the intercepts. Consequently, these parameters reflect to what extent education systems attained equal school effectiveness at all schools. In both mathematics and science, we observed low degrees of between-school variation in added-year slopes
Table 3 Two-level regression discontinuity results for mathematics achievement as an outcome

| Level in model Parameter | Primary school |  |  |  |  |  | Secondary school |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Norway 2015 | Norway 1995 | Iceland 1995 | Cyprus 1995 | Greece 1995 | Scotland $1995$ | Norway 2015 | Norway 1995 | $\begin{aligned} & \text { Iceland } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { Sweden } \\ & 1995 \end{aligned}$ | Cyprus 1995 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Slovak Rep. 1995 |
|  | $\operatorname{Par}(S E)$ <br> (1) | $\operatorname{Par}(S E)$ <br> (2) | $\operatorname{Par}(\mathrm{SE})$ <br> (3) | $\operatorname{Par}(S E)$ <br> (4) | Par (SE) <br> (5) | $\operatorname{Par}(S E)$ <br> (6) | Par (SE) <br> (7) | Par (SE) (8) | Par (SE) <br> (9) | $\begin{aligned} & \text { Par (SE) } \\ & (10) \end{aligned}$ | Par (SE) (11) | $\begin{aligned} & \text { Par (SE) } \\ & (12) \end{aligned}$ | Par (SE) (13) |
| School level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Intercept $\gamma_{00}$ | $\begin{aligned} & -0.239^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & -0.340^{*} \\ & (0.047) \end{aligned}$ | $\begin{aligned} & -0.301^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & -0.268^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.239^{*} \\ & (0.047) \end{aligned}$ | $\begin{aligned} & -0.212^{*} \\ & (0.048) \end{aligned}$ | $\begin{aligned} & -0.118^{*} \\ & (0.037) \end{aligned}$ | $\begin{aligned} & -0.146 \\ & (0.076) \end{aligned}$ | $\begin{aligned} & -0.142^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.058 \\ & (0.043) \end{aligned}$ | $\begin{aligned} & -0.021 \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.168^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.123^{*} \\ & (0.041) \end{aligned}$ |
| Var. intercept $u_{0 j}$ | $\begin{aligned} & 0.080^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.081^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.073^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.086^{*}( \\ & 0.014) \end{aligned}$ | $\begin{aligned} & 0.236^{*} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.187^{*} \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.085^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.043^{*} \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.062^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.127^{*} \\ & (0.026) \end{aligned}$ | $\begin{aligned} & 0.093^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.182^{*} \\ & (0.033) \end{aligned}$ | $\begin{aligned} & 0.183^{*} \\ & (0.036) \end{aligned}$ |
| Mean added-year slope $\gamma_{10} D_{i j}$ | $\begin{aligned} & 0.397^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.634^{*} \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.576^{*} \\ & (0.069) \end{aligned}$ | $\begin{aligned} & 0.424^{*} \\ & (0.071) \end{aligned}$ | $\begin{aligned} & 0.438^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.305^{*} \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.188^{*} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.224 \\ & (0.116) \end{aligned}$ | $\begin{aligned} & 0.191^{*} \\ & (0.083) \end{aligned}$ | $\begin{aligned} & 0.247^{*} \\ & (0.085) \end{aligned}$ | $\begin{aligned} & 0.089 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.296^{*} \\ & (0.067) \end{aligned}$ | $\begin{aligned} & 0.332^{*} \\ & (0.056) \end{aligned}$ |
| Var. added-year slope $u_{1 j} D_{i j}$ | $\begin{aligned} & 0.056^{*} \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.009 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.021 \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.087^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.056^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.034^{*} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.080 \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.102^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.315^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.014 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.184^{*} \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.155^{*} \\ & (0.028) \end{aligned}$ |
| Student level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean age slope $\beta_{2} A_{i j}$ | $\begin{aligned} & 0.027^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.030^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.024^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.026^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.028^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.033^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.014^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.016^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.012^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.019^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.006 \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.006^{*} \\ & (0.003) \end{aligned}$ |
| Residual variance $r_{i j}$ | $\begin{aligned} & 0.761^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.659^{*} \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.695^{*} \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.705^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.600^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.629^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.865^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.826^{*} \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.850^{*} \\ & (0.034) \end{aligned}$ | $\begin{aligned} & 0.691^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.842^{*} \\ & (0.024) \end{aligned}$ | $\begin{aligned} & 0.675^{*} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.674^{*} \\ & (0.016) \end{aligned}$ |

The columns depict the results of the two-level regression model described in Eq. (5) for the different samples. The rows depict the parameters with standard errors (SE) in parentheses. The analyses are based on $z$-standardized achievement scores ${ }^{*} p<0.050$
Table 4 Two-level regression discontinuity results for science achievement as an outcome

| Level in model Parameter | Primary school |  |  |  |  |  | Secondary school |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Norway $2015$ | Norway 1995 | $\begin{aligned} & \text { Iceland } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { Cyprus } \\ & 1995 \end{aligned}$ | Greece 1995 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Norway 2015 | Norway 1995 | $\begin{aligned} & \text { Iceland } \\ & 1995 \end{aligned}$ | Sweden 1995 | Cyprus 1995 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Slovak Rep. 1995 |
|  | Par (SE) <br> (1) | Par (SE) <br> (2) | Par (SE) <br> (3) | Par (SE) <br> (4) | Par (SE) (5) | Par (SE) <br> (6) | Par (SE) <br> (7) | Par (SE) (8) | Par (SE) (9) | $\begin{aligned} & \text { Par (SE) } \\ & (10) \end{aligned}$ | Par (SE) (11) | $\begin{aligned} & \text { Par (SE) } \\ & (12) \end{aligned}$ | Par (SE) |
| School level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Intercept $\gamma_{00}$ | $\begin{aligned} & -0.181^{*} \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.231^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.264^{*} \\ & (0.058) \end{aligned}$ | $\begin{aligned} & -0.196^{*} \\ & (0.044) \end{aligned}$ | $\begin{aligned} & -0.167^{*} \\ & (0.047) \end{aligned}$ | $\begin{aligned} & -0.160^{*} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & -0.064 \\ & (0.038) \end{aligned}$ | $\begin{aligned} & -0.194^{*} \\ & (0.078) \end{aligned}$ | $\begin{aligned} & -0.150^{*} \\ & (0.054) \end{aligned}$ | $\begin{aligned} & -0.056 \\ & (0.043) \end{aligned}$ | $\begin{aligned} & -0.083 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & -0.158^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.118^{*} \\ & (0.043) \end{aligned}$ |
| Var. intercept $u_{0 j}$ | $\begin{aligned} & 0.082^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.082^{*} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.106^{*} \\ & (0.026) \end{aligned}$ | $\begin{aligned} & 0.091^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.207^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.229^{*} \\ & (0.042) \end{aligned}$ | $\begin{aligned} & 0.096^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.059^{*} \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.086^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.113^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.099^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.178^{*} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.192^{*} \\ & (0.032) \end{aligned}$ |
| Mean added-year slope $\gamma_{10} D_{i j}$ | $\begin{aligned} & 0.294^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.412^{*} \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.448^{*} \\ & (0.082) \end{aligned}$ | $\begin{aligned} & 0.298^{*} \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.309^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.202^{*} \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.084 \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.276^{*} \\ & (0.114) \end{aligned}$ | $\begin{aligned} & 0.157 \\ & (0.085) \end{aligned}$ | $\begin{aligned} & 0.249^{*} \\ & (0.078) \end{aligned}$ | $\begin{aligned} & 0.237^{*} \\ & (0.054) \end{aligned}$ | $\begin{aligned} & 0.275^{*} \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 0.308^{*} \\ & (0.053) \end{aligned}$ |
| Var. added-year slope $u_{1 j} D_{i j}$ | $\begin{aligned} & 0.039^{*} \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.022 \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.011 \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.018 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.076^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.034^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.048^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.048 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.104^{*} \\ & (0.040) \end{aligned}$ | $\begin{aligned} & 0.233^{*} \\ & (0.037) \end{aligned}$ | $\begin{aligned} & 0.014 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.101^{*} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.099^{*} \\ & (0.021) \end{aligned}$ |
| Student level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean age slope $\beta_{2} A_{i j}$ | $\begin{aligned} & 0.028^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.034^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.026^{*} \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.029^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.031^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.031^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.013^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.021^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.012^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.017^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.013^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.003) \end{aligned}$ |
| Residual variance $r_{i j}$ | $\begin{aligned} & 0.797^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.744^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.732^{*} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & 0.704^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.614^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.663^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.857^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.836^{*} \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.830^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.735^{*} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.805^{*} \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.705^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.692^{*} \\ & (0.017) \end{aligned}$ |

The columns depict the results of the two-level regression model described in Eq. (5) for the different samples. The rows depict the parameters with standard errors (SE) in parentheses. The analyses are based on $z$-standardized achievement scores
*p $<0.050$
in primary school samples, especially in Norway, Iceland, and Cyprus 1995. At the secondary school level, we observed similarly low degrees of between-school variation in added-year slopes in Norway 1995 and 2015 as well as Cyprus 1995 samples. More pronounced between-school variations in these added-year effects were found in the secondary school samples in Sweden, Scotland, and the Slovak Republic 1995.

It is interesting to contrast the two Norway samples for primary grades. Although the mean added-year effect was substantially smaller in 2015 in comparison to 1995, the associated between-school variability increased, becoming statistically significant. In this comparison, however, one should be reminded that Norway participated with second and third graders in 1995 but with fourth and fifth graders in 2015. Similarly, in the interpretation of the results of the secondary school sample in Sweden 1995, it should be considered that this sample contained about twice as many lower than upper grade students. This might point to sampling issues that limit the interpretability of the findings.
Age slope parameters reflect the difference that one month of age makes for achievement scores, independent from grade level and school attended. At the primary school level, these slopes ranged between 0.024 SD in Iceland 1995 and 0.033 SD in Scotland 1995 in mathematics and between 0.026 SD in Iceland 1995 and 0.034 SD in Norway 1995 in science. This means that the effects of one year of age (i.e., multiplied by 12) on mathematics and science achievement ranged from moderate to large effect sizes ( $0.288-0.408 \mathrm{SD}$ ). At the secondary school level, age slopes ranged between 0.006 SD in Scotland and the Slovak Republic 1995 and 0.019 SD in Cyprus 1995 in mathematics and between 0.005 SD in the Slovak Republic 1995 and 0.021 SD in Iceland 1995 in science. The effects of one year of age on mathematics and science achievement therefore ranged from small to moderate effect sizes ( $0.060-0.252$ SD). Hence, we found more pronounced age effects in younger groups, which conforms to the literature and studentlevel findings (see Fig. 2).

The residual variances shown in Tables 3 and 4 reflect the degree to which student achievement scores deviated from the values that were predicted on the basis of student age, grade, and attended school.

## Results of the regression discontinuity analyses with school-level focus

## and the socioeconomic school composition predictor

The results of further regression discontinuity analyses, which included the socioeconomic school composition predictor as in Eq. (8), are depicted in Tables 5 and 6 for mathematics and science, respectively. Both socioeconomic school composition and achievement scores were $z$-standardized in these analyses. The results showed positive and, with one exception, significant associations between socioeconomic composition and achievement intercepts of schools. In other words, the more privileged the student composition of a school, the higher the mean achievement of its oldest students in lower grades. These regression coefficients ranged between moderate to large effect sizes in both mathematics (between 0.270 SD in Iceland 1995 secondary school sample and 1.188 SD in Cyprus 1995 secondary school sample) and science (between 0.399 SD in Norway 1995 primary school sample and 1.175 SD in Cyprus 1995 secondary school sample).
Table 5 Two-level regression discontinuity results for mathematics achievement as an outcome and socioeconomic school composition as a predictor

| Level in model Parameter | Primary school |  |  |  |  |  | Secondary school |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Norway 2015 | Norway 1995 | Iceland 1995 | $\begin{aligned} & \text { Cyprus } \\ & 1995 \end{aligned}$ | Greece $1995$ | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Norway 2015 | Norway 1995 | Iceland $1995$ | $\begin{aligned} & \text { Sweden } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { Cyprus } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Slovak Rep. 1995 |
|  | Par (SE) | $\operatorname{Par}$ (SE) | Par (SE) | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | Par (SE) | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | $\operatorname{Par}(\mathrm{SE})$ | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | Par (SE) | Par (SE) |
|  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) | (11) | (12) | (13) |
| School level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Intercept $\gamma_{00}$ | $\begin{aligned} & -0.231^{*} \\ & (0.029) \end{aligned}$ | $\begin{aligned} & -0.339^{*} \\ & (0.046) \end{aligned}$ | $\begin{aligned} & -0.295^{*} \\ & (0.050) \end{aligned}$ | $\begin{aligned} & -0.256^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.229^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & -0.192^{*} \\ & (0.038) \end{aligned}$ | $\begin{aligned} & -0.094^{*} \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.111 \\ & (0.072) \end{aligned}$ | $\begin{aligned} & -0.122^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & -0.043 \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.009 \\ & (0.038) \end{aligned}$ | $\begin{aligned} & -0.151^{*} \\ & (0.040) \end{aligned}$ | $\begin{aligned} & -0.113^{*} \\ & (0.038) \end{aligned}$ |
| Var. intercept $u_{0 j}$ | $\begin{aligned} & 0.034^{*} \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.067^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.053^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.080^{*} \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.186^{*} \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.084^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.030^{*} \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.017 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.055^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.058^{*} \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.040^{*} \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.076^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.136^{*} \\ & (0.033) \end{aligned}$ |
| Mean added-year slope $\gamma_{10} D_{i j}$ | $\begin{aligned} & 0.399^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & 0.634^{*} \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.579^{*} \\ & (0.069) \end{aligned}$ | $\begin{aligned} & 0.421^{*} \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.437^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.305^{*} \\ & (0.059) \end{aligned}$ | $\begin{aligned} & 0.186^{*} \\ & (0.051) \end{aligned}$ | $\begin{aligned} & 0.262^{*} \\ & (0.120) \end{aligned}$ | $\begin{aligned} & 0.210^{*} \\ & (0.088) \end{aligned}$ | $\begin{aligned} & 0.253^{*} \\ & (0.084) \end{aligned}$ | $\begin{aligned} & 0.089 \\ & (0.056) \end{aligned}$ | $\begin{aligned} & 0.302^{*} \\ & (0.067) \end{aligned}$ | $\begin{aligned} & 0.333^{*} \\ & (0.055) \end{aligned}$ |
| Var. added-year slope $u_{1 j} D_{i j}$ | $\begin{aligned} & 0.049^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.010) \end{aligned}$ | $\begin{aligned} & 0.008 \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.020 \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.082^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.050^{*} \\ & (0.014) \end{aligned}$ | $\begin{aligned} & 0.028^{*} \\ & (0.010) \end{aligned}$ | $\begin{aligned} & 0.058 \\ & (0.032) \end{aligned}$ | $\begin{aligned} & 0.092^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.293^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.154^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.138^{*} \\ & (0.027) \end{aligned}$ |
| Intercept on comp. $\gamma_{01} C_{j}$ | $\begin{aligned} & 0.788^{*} \\ & (0.087) \end{aligned}$ | $\begin{aligned} & 0.422^{*} \\ & (0.173) \end{aligned}$ | $\begin{aligned} & 0.599^{*} \\ & (0.149) \end{aligned}$ | $\begin{aligned} & 0.337^{*} \\ & (0.145) \end{aligned}$ | $\begin{aligned} & 0.624^{*} \\ & (0.148) \end{aligned}$ | $\begin{aligned} & 0.755^{*} \\ & (0.086) \end{aligned}$ | $\begin{aligned} & 0.726^{*} \\ & (0.065) \end{aligned}$ | $\begin{aligned} & 0.500^{*} \\ & (0.188) \end{aligned}$ | $\begin{aligned} & 0.270 \\ & (0.144) \end{aligned}$ | $\begin{aligned} & 0.815^{*} \\ & (0.106) \end{aligned}$ | $\begin{aligned} & 1.188^{*} \\ & (0.200) \end{aligned}$ | $\begin{aligned} & 0.707^{*} \\ & (0.080) \end{aligned}$ | $\begin{aligned} & 0.615^{*} \\ & (0.098) \end{aligned}$ |
| Add.-y. slope on comp. $\gamma_{11} C_{j} D_{i j}$ | $\begin{aligned} & -0.181 \\ & (0.108) \end{aligned}$ | $\begin{aligned} & 0.196 \\ & (0.159) \end{aligned}$ | $\begin{aligned} & -0.110 \\ & (0.158) \end{aligned}$ | $\begin{aligned} & -0.066 \\ & (0.140) \end{aligned}$ | $\begin{aligned} & 0.031 \\ & (0.099) \end{aligned}$ | 0.013 (0.083) | $\begin{aligned} & -0.027 \\ & (0.087) \end{aligned}$ | $\begin{aligned} & 0.299 \\ & (0.282) \end{aligned}$ | $\begin{aligned} & 0.296 \\ & (0.265) \end{aligned}$ | $\begin{aligned} & 0.213 \\ & (0.209) \end{aligned}$ | $\begin{aligned} & 0.044 \\ & (0.168) \end{aligned}$ | 0.192 (0.111) | $\begin{aligned} & 0.211 \\ & (0.108) \end{aligned}$ |
| Student level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean age slope $\beta_{2} A_{i j}$ | $\begin{aligned} & 0.027^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.030^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.024^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.026^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.028^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.033^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.014^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.009 \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.016^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.012^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.019^{*} \\ & (0.004) \end{aligned}$ | 0.005 (0.004) | $\begin{aligned} & 0.006^{*} \\ & (0.003) \end{aligned}$ |
| Residual variance $r_{i j}$ | $\begin{aligned} & 0.762^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.661^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.695^{*} \\ & (0.030) \end{aligned}$ | $\begin{aligned} & 0.705^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.601^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.630^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.866^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.827^{*} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.851^{*} \\ & (0.034) \end{aligned}$ | $\begin{aligned} & 0.691^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.843^{*} \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.678^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.675^{*} \\ & (0.016) \end{aligned}$ |

The columns depict the results of the two-level regression model described in Eq. (8) for the different samples. The rows depict the parameters with standard errors (SE) in parentheses. The analyses are based on
$z$-standardized achievement and school composition scores
${ }^{*} p<0.050$
Table 6 Two-level regression discontinuity results for science achievement as an outcome and socioeconomic school composition as a predictor

| Level in model Parameter | Primary school |  |  |  |  |  | Secondary school |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Norway 2015 | Norway 1995 | Iceland 1995 | Cyprus 1995 | Greece $1995$ | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Norway <br> 2015 | Norway 1995 | Iceland $1995$ | Sweden $1995$ | $\begin{aligned} & \text { Cyprus } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | Slovak <br> Rep. 1995 |
|  | Par (SE) <br> (1) | Par (SE) <br> (2) | Par (SE) <br> (3) | $\operatorname{Par}(\mathrm{SE})$ <br> (4) | Par (SE) <br> (5) | Par (SE) <br> (6) | Par (SE) <br> (7) | $\operatorname{Par}(\mathrm{SE})$ <br> (8) | Par (SE) <br> (9) | $\begin{aligned} & \text { Par (SE) } \\ & (10) \end{aligned}$ | Par (SE) <br> (11) | Par (SE) (12) | Par (SE) <br> (13) |
| Schoollevel |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Intercept $\gamma_{00}$ | $\begin{aligned} & -0.172^{*} \\ & (0.026) \end{aligned}$ | $\begin{aligned} & -0.229^{*} \\ & (0.049) \end{aligned}$ | $\begin{aligned} & -0.255^{*} \\ & (0.053) \end{aligned}$ | - 0.174* (0.042) | $\begin{aligned} & -0.156^{*} \\ & (0.043) \end{aligned}$ | $\begin{aligned} & -0.132^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & -0.039 \\ & (0.030) \end{aligned}$ | $\begin{aligned} & -0.139^{*} \\ & (0.069) \end{aligned}$ | $\begin{aligned} & -0.108^{*} \\ & (0.054) \end{aligned}$ | $\begin{aligned} & -0.043 \\ & (0.035) \end{aligned}$ | $\begin{aligned} & -0.074 \\ & (0.041) \end{aligned}$ | $\begin{aligned} & -0.139^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & -0.107^{*} \\ & (0.039) \end{aligned}$ |
| Var. intercept $u_{0 j}$ | $\begin{aligned} & 0.030^{*} \\ & (0.006) \end{aligned}$ | $\begin{aligned} & 0.068^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.069^{*} \\ & (0.020) \end{aligned}$ | 0.073* (0.014) | $\begin{aligned} & 0.149^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.075^{*} \\ & (0.015) \end{aligned}$ | $\begin{aligned} & 0.031^{*} \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.014 \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.065^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.048^{*} \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.046^{*} \\ & (0.012) \end{aligned}$ | $\begin{aligned} & 0.042^{*} \\ & (0.010) \end{aligned}$ | $\begin{aligned} & 0.133^{*} \\ & (0.029) \end{aligned}$ |
| Mean added-year slope $\gamma_{10} D_{i j}$ | $\begin{aligned} & 0.297^{*} \\ & (0.045) \end{aligned}$ | $\begin{aligned} & 0.411^{*} \\ & (0.076) \end{aligned}$ | $\begin{aligned} & 0.452^{*} \\ & (0.082) \end{aligned}$ | 0.291* (0.071) | $\begin{aligned} & 0.308^{*} \\ & (0.052) \end{aligned}$ | $\begin{aligned} & 0.198^{*} \\ & (0.058) \end{aligned}$ | $\begin{aligned} & 0.084 \\ & (0.053) \end{aligned}$ | $\begin{aligned} & 0.287^{*} \\ & (0.114) \end{aligned}$ | $\begin{aligned} & 0.156 \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.257^{*} \\ & (0.077) \end{aligned}$ | $\begin{aligned} & 0.238^{*} \\ & (0.055) \end{aligned}$ | $\begin{aligned} & 0.281^{*} \\ & (0.061) \end{aligned}$ | $\begin{aligned} & 0.309^{*} \\ & (0.053) \end{aligned}$ |
| Var. added-year slope $u_{1 j} D_{i j}$ | $\begin{aligned} & 0.031^{*} \\ & (0.009) \end{aligned}$ | $\begin{aligned} & 0.012 \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.007 \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.019 \\ & (0.011) \end{aligned}$ | $\begin{aligned} & 0.069^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.029^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.039^{*} \\ & (0.013) \end{aligned}$ | $\begin{aligned} & 0.042 \\ & (0.025) \end{aligned}$ | $\begin{aligned} & 0.102^{*} \\ & (0.041) \end{aligned}$ | $\begin{aligned} & 0.215^{*} \\ & (0.036) \end{aligned}$ | $\begin{aligned} & 0.011 \\ & (0.008) \end{aligned}$ | $\begin{aligned} & 0.064^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.090^{*} \\ & (0.020) \end{aligned}$ |
| Intercept on comp. $\gamma_{01} C_{j}$ | $\begin{aligned} & 0.841^{*} \\ & (0.092) \end{aligned}$ | $\begin{aligned} & 0.399^{*} \\ & (0.184) \end{aligned}$ | $\begin{aligned} & 0.841^{*} \\ & (0.154) \end{aligned}$ | $0.598 *$ (0.121) | $\begin{aligned} & 0.682^{*} \\ & (0.139) \end{aligned}$ | $\begin{aligned} & 0.954^{*} \\ & (0.090) \end{aligned}$ | $\begin{aligned} & 0.778^{*} \\ & (0.072) \end{aligned}$ | $\begin{aligned} & 0.769^{*} \\ & (0.252) \end{aligned}$ | $\begin{aligned} & 0.560^{*} \\ & (0.179) \end{aligned}$ | $\begin{aligned} & 0.800^{*} \\ & (0.101) \end{aligned}$ | $\begin{aligned} & 1.175^{*} \\ & (0.202) \end{aligned}$ | $\begin{aligned} & 0.783^{*} \\ & (0.068) \end{aligned}$ | $\begin{aligned} & 0.715^{*} \\ & (0.096) \end{aligned}$ |
| Add. y . slope on comp. $\boldsymbol{\gamma}_{11} C_{j} D_{i j}$ | $\begin{aligned} & -0.114 \\ & (0.100) \end{aligned}$ | $\begin{aligned} & 0.228 \\ & (0.182) \end{aligned}$ | $\begin{aligned} & -0.237 \\ & (0.172) \end{aligned}$ | - 0.154 (0.130) | $\begin{gathered} -0.011 \\ (0.093) \end{gathered}$ | $\begin{aligned} & -0.073 \\ & (0.070) \end{aligned}$ | $\begin{aligned} & 0.002 \\ & (0.092) \end{aligned}$ | $\begin{aligned} & -0.101 \\ & (0.290) \end{aligned}$ | $\begin{aligned} & 0.030 \\ & (0.239) \end{aligned}$ | $\begin{aligned} & 0.156 \\ & (0.216) \end{aligned}$ | $\begin{aligned} & 0.067 \\ & (0.168) \end{aligned}$ | $\begin{aligned} & 0.209^{*} \\ & (0.095) \end{aligned}$ | $\begin{aligned} & 0.099 \\ & (0.104) \end{aligned}$ |
| Student level |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Mean age slope $\beta_{2} A_{i j}$ | $\begin{aligned} & 0.028^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.034^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.026^{*} \\ & (0.006) \end{aligned}$ | 0.030* (0.005) | $\begin{aligned} & 0.032^{*} \\ & (0.003) \end{aligned}$ | $\begin{aligned} & 0.031^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.013^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.010 \\ & (0.007) \end{aligned}$ | $\begin{aligned} & 0.021^{*} \\ & (0.005) \end{aligned}$ | $\begin{aligned} & 0.012^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.017^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.014^{*} \\ & (0.004) \end{aligned}$ | $\begin{aligned} & 0.005 \\ & (0.003) \end{aligned}$ |
| Residual variance $r_{i j}$ | $\begin{aligned} & 0.799^{*} \\ & (0.018) \end{aligned}$ | $\begin{aligned} & 0.746^{*} \\ & (0.023) \end{aligned}$ | $\begin{aligned} & 0.733^{*} \\ & (0.029) \end{aligned}$ | 0.704* (0.021) | $\begin{aligned} & 0.615^{*} \\ & (0.016) \end{aligned}$ | $\begin{aligned} & 0.664^{*} \\ & (0.020) \end{aligned}$ | $\begin{aligned} & 0.859^{*} \\ & (0.017) \end{aligned}$ | $\begin{aligned} & 0.837^{*} \\ & (0.046) \end{aligned}$ | $\begin{aligned} & 0.830^{*} \\ & (0.039) \end{aligned}$ | $\begin{aligned} & 0.736^{*} \\ & (0.019) \end{aligned}$ | $\begin{aligned} & 0.806^{*} \\ & (0.022) \end{aligned}$ | $\begin{aligned} & 0.710^{*} \\ & (0.021) \end{aligned}$ | $\begin{aligned} & 0.693^{*} \\ & (0.017) \end{aligned}$ |

The columns depict the results of the two-level regression model described in Eq. (8) for the different samples. The rows depict the parameters with standard errors (SE) in parentheses. The analyses are based on $z$-standardized achievement and school composition scores

In contrast, with one exception, the results showed no significant associations between schools' compositions and added-year effects. Only in the Scotland 1995 secondary school sample, a more privileged student composition was significantly associated with more pronounced added-year effects in science. However, it is important to stress that we did not always observe a significant amount of between-school variation in the added-year effects to begin with (see Tables 3 and 4). Therefore, the results of the association between the schools' compositions and added-year effects should not be overinterpreted for the primary school samples in Norway, Iceland, and Cyprus 1995 and for the secondary school samples in Norway and Cyprus 1995 in both mathematics and science.

## Discussion

The main aim of the present study is to utilize two-level regression discontinuity analyses to disentangle the between-school variation in school effectiveness (i.e., added-year effects) from the between-school variation in student selection (i.e., intercepts). To achieve this aim, we used overall 13 samples that included both primary and secondary school level data for seven Nordic and six other European countries obtained from TIMSS 1995 and 2015. In all samples, we found considerable between-school differences in intercepts-i.e., achievement levels. This variation can reflect both selection as well as prior effectiveness differences. Conforming to expectations, the intercepts were higher in schools with a more privileged student composition in all samples. Especially in Sweden, Scotland, and the Slovak Republic, we also found between-school variation in added-year effects-i.e., school effectiveness. However, especially Norway and Cyprus attained a low degree of between-school variation in added-year effects-i.e., quite similar added values of an additional year of schooling across schools. Furthermore, addedyear effects were not significantly associated with socioeconomic student composition, except for the Scotland 1995 secondary school level sample. Although schools with a privileged socioeconomic composition usually had higher intercepts, they did not always have higher added-year effects. In addition, even though schools differed in student selection, some countries seemed to be able to attain a high degree of equality of school effectiveness. This is the most central implication of our study.

Norway is emphasized in the study because it had implemented the design with two adjacent grades at the primary and secondary school level in both 1995 and 2015. In brief, the analyses revealed that the return of an added year of schooling was substantially lower in 2015, particularly at the primary school level. Additionally, the betweenschool variability in this added-year effect increased, becoming significant at the primary school level. However, we are cautious not to draw definite conclusions from this finding. Obviously, Norway participated in TIMSS 2015 with higher grade levels and, hence, older students than in 1995. This, in itself, would already lead to lower expected grade effects. Furthermore, Olsen and Björnsson (2018) illustrated that the age effect is not very robust between cycles of international large-scale assessments. Indirectly, this lack of age effect robustness should also affect the robustness of added-year effects over time
However, this study has a number of additional central implications. It shows that the regression discontinuity approach can be utilized to measure the equality of school effectiveness independently from selection effects. In comparison with longitudinal approaches for measuring school effectiveness, the regression discontinuity approach
has several key advantages (cf. Luyten et al., 2009; Perry, 2017; Singh, 2020). It can be implemented in a cross-sectional assessment of two adjacent grades from the same schools. This makes it more time- and cost-efficient than longitudinal designs, minimizing attrition issues. Another advantage is that it disentangles schooling from pure age effects. Furthermore, this approach can be implemented in a comparably easy manner both internationally and in repeated cycles. We conclude that the suggested measure for the equality of school effectiveness can serve as a feasible and important evaluation criterion when assessing educational inequalities in school effectiveness research.
In comparison with earlier studies that used TIMSS 1995 data, the main contribution of our study is that a less complex and more targeted model was applied in order to strengthen the interpretability of the estimates of the between-school variation in school effectiveness. Additionally, this study was the first to utilize Norway's extension of the TIMSS 2015 design, and it explicitly tested whether the core assumptions of regression discontinuity designs were met in the investigated countries.
Together with the summarized literature (Luyten, 2006; Luyten \& Veldkamp, 2011; Luyten et al., 2017; Olsen \& Björnsson, 2018; Webbink \& Gerritsen, 2013), our study illustrates that even though an additional year of schooling and age usually has positive effects on achievement outcomes, these effects vary considerably between countries, domains, and grade levels as well as over time. This is an interesting finding in light of the common rule of thumb that "learning gains on most national and international tests during one year are equal to between one-quarter and one-third of a standard deviation" (Woessmann, 2016, p. 6; cf. also OECD, 2019a). Given the findings, this rule of thumb seems overgeneralized. Instead, different benchmarks should be developed for different countries, outcome domains, and school career stages.

## Limitations

Our study also has some core limitations. First, we focused on only a small number of countries and on two points in time because international large-scale assessments usually assess only one grade per school. However, it would be interesting to compare these findings with findings from other countries, especially lower-income countries (cf. Heyneman \& Loxley, 1983).
Second, our study specifically focused on mathematics and science achievement outcomes. The effects of other outcomes, such as less schooling-related cognitive abilities, might differ (Cahan et al., 2008; Cliffordson \& Gustafsson, 2008; Kyriakides \& Luyten, 2009; Luyten et al., 2017).

Third, the regression discontinuity approach is only applicable in countries that have only one fixed school entry date per year and high proportions of students in formally correct grades. The literature usually applies a $95 \%$ complier threshold (e.g., Cliffordson, 2010; Luyten, 2006) -at 93\%, we were slightly more liberal in this study. Furthermore, we simply excluded non-compliers, while some authors suggest more complex procedures such as instrumental variable approaches in a fuzzy regression discontinuity framework (e.g., Hahn et al., 2001; Webbink \& Gerritsen, 2013).

Fourth, the two-level regression discontinuity approach for identifying the equality of school effectiveness requires, per country, a substantial number of schools that are large enough. In the present study, we also included samples comprising comparably few
schools (see Table 1), and the results obtained should, hence, be interpreted with appropriate caution. We excluded schools with less than 11 students in upper as well as lower grades because the approach is not applicable to very small schools.
Fifth, we found greater age and added-year effects in primary school samples. However, we would like to stress that these are not directly comparable because the achievement tests are not vertically scaled.
Sixth, our approach requires that the sampling mechanisms do not differ between the lower and upper grades of the same schools. We only included samples where the TIMSS technical reporting did not indicate any sampling issues. However, in the secondary school sample in Sweden 1995, there were approximately twice as many students in the lower than in the upper grade samples (see Table 1), which may indicate sampling issues. Therefore, these findings should be interpreted with caution.

## Conclusion

We conclude that the two-level regression discontinuity design can be applied if countries assess large enough samples of students from two adjacent grades at the same schools as well as if the share of students in formally correct grades is high enough in these countries. This can be achieved by extending the international designs of largescale assessment studies with relatively low additional costs and efforts. The resulting data can be utilized to determine the (equality of) the effectiveness of schooling independent of selection and age effects. In addition, this approach makes it possible to investigate what kinds of schools provide greater added-year effects (e.g., Ali \& Heck, 2012; Heck \& Moriyama, 2010). For instance, the approach can be used to test if schools with a high instructional quality, certain school resources, or high average teacher competencies attain greater added-year effects, than others.
Consequently, we recommend that countries, such as the Nordic ones, assess additional grades through national extensions of large-scale assessments like TIMSS (cf. also Van Damme et al., 2010). When extending the international design in this manner, it would be advisable to assess the same grades over repeated cycles. Unlike in the case of Norway, this would facilitate more direct comparisons over time. Even if countries already have longitudinal data from registries and national assessments, extending international large-scale assessments like this has the advantage of making the findings comparable with those of other countries as well as of allowing rich questionnaire data to be taken into consideration.

## Appendix A: Regression discontinuity prerequisite checks

In order to ensure that the regression discontinuity approach is applicable and delivers robust results, we followed the standards of the What Works Clearinghouse (Schochet et al., 2010) and ran numerous prerequisite check analyses. These analyses, which are described in detail in this section, showed that the regression discontinuity approach could be applied to the current case of achievement discontinuity in lower- and uppergrade students from the same schools as well as to the datasets at hand.

## Running variable requirements

The running or forcing variable, in this case age in months, should have at least four unique values below and above the threshold and should not be confounded with other interventions. In the present study, the running variable age consisted of 12 unique values in both lower and upper grades. Furthermore, it seems unlikely that age might be confounded with additional interventions because students of different ages have, within the same grades, the same curricula and teachers.

## Integrity of the running variable

It should be ensured that the running variable, in this case age, is not systematically manipulated to change the treatment assignment-i.e., school entry. Manipulating both the birth date of a child and the scoring rule-i.e., school entry regulations-is unlikely. School entry rules are determined by policymakers and rarely changed. The months of age frequency did not systematically change around the threshold (see Fig. 4), which could otherwise be interpreted as an indication of systematic birth date manipulations by parents. Furthermore, the frequency of non-compliers was below $8 \%$ in all 13 samples.


## Low attrition rates

Researchers should also assure that attritions by treatment status, running variable, and outcome are low so that the generalizability of the findings and the absence of systematic biases can be assumed. In the present study, there was no attrition by treatment status because all students were either in the lower or upper grades. Attrition by age, the running variable, was negligible ( $\leq 2 \%$; see Measures section) with one exception. There was also no attrition by outcomes because the achievement plausible values were available for all students. The findings are, however, only generalizable to populations who participated in the TIMSS tests and who were not otherwise excluded (see Data section).

## Continuity of the relationship between the running variable and the outcome

Furthermore, it should be established that if the treatment does not take place, then a smooth relationship between the running variable and the outcome would be developed at the threshold. In this study, this means that if the younger and older students entered school at the same time and attended the same grade, we should not observe a discontinuity in the achievement regression. This might not be the case if student selection mechanisms differed between the two grades, for instance. We approximated this by showing that correlates of achievement-namely, gender (see Fig. 5) and the number of books at home (see Fig. 6)—did not systematically change at the threshold. In addition, we observed no other achievement discontinuities within the grades (see mean scores by age in months in Fig. 2).



## Appropriate functional form and bandwidth

Finally, it should be ascertained that the functional form assumption holds empirically and that the effects do not drastically change when investigating subsets of cases closer to the threshold. Our model assumed the same linear effects of age in both grades, after controlling for the added-year effect. We ran alternative models: one with an additional quadratic term for age (see Table 7), one with an additional interaction term between age and grade (see Table 8), and one with a reduced sample of students in the bandwidth of six months before and six months after the threshold (see Table 9). With one exception for each, the regression parameters of the additional quadratic or interaction terms were not statistically different from zero across
Table 7 Results of the regression discontinuity analyses with an additional quadratic term for age

|  | School level Country | Mathematics |  |  |  |  | Science |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Added-year slope | Age slope | Slope age $\times$ age | Residual variance | Intercept | Added-year slope | Age slope | Slope age $\times$ age | Residual variance |
|  |  | $\operatorname{Par}$ (SE) | Par (SE) | Par (SE) | Par (SE) | Par (SE) | $\operatorname{Par}$ (SE) | Par (SE) | $\operatorname{Par}$ (SE) | $\operatorname{Par}$ (SE) | $\operatorname{Par}$ (SE) |
|  |  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|  | Primary school |  |  |  |  |  |  |  |  |  |  |
| 1 | Norway 2015 | 508.290* (2.878) | 31.158* (3.837) | 2.092* (0.269) | $-0.053^{*}(0.021)$ | 4857.783* (146.033) | $507.530^{*}(2.723)$ | 20.988* (3.213) | 1.939* (0.246) | $-0.050^{*}(0.020)$ | 4182.084* (143.544) |
| 2 | Norway 1995 | 400.642* (4.577) | 58.802* (6.575) | 2.708* (0.429) | - 0.023 (0.031) | 6071.253* (244.523) | 436.815* (5.931) | 45.973* (8.070) | 3.444* (0.502) | -0.047 (0.045) | 9176.954* (379.212) |
| 3 | Iceland 1995 | 390.209* (4.831) | 47.265* (6.063) | 2.190* (0.463) | 0.001 (0.036) | 5505.476* (283.353) | 416.878* (6.344) | 42.239* (8.368) | 2.868* (0.617) | -0.017 (0.045) | 8290.446* (383.489) |
| 4 | Cyprus 1995 | 407.570* (5.030) | 43.391* (7.691) | 2.552* (0.536) | 0.000 (0.039) | 8282.129* (243.883) | $399.291^{*}(4.099)$ | 26.304* (6.385) | 2.577* (0.487) | - 0.003 (0.038) | 6330.032* (203.521) |
| 5 | Greece 1995 | 411.149* (5.219) | 43.981* (6.361) | 2.849* (0.430) | - 0.002 (0.034) | 8712.287* (384.589) | 437.363* (4.707) | 28.318* (5.585) | 2.822* (0.377) | - 0.011 (0.034) | 6729.563* (314.634) |
| 6 | Scotland 1995 | 437.305* (4.963) | $23.279^{*}$ (7.108) | 3.373* (0.463) | 0.066 (0.038) | 7670.485* (368.174) | 468.266* (6.323) | 13.328 (7.611) | 3.460 * (0.548) | 0.077 (0.046) | 9413.789* (472.942) |
|  | Secondary school |  |  |  |  |  |  |  |  |  |  |
| 7 | Norway 2015 | 495.474* (2.762) | 13.539* (3.623) | 0.930* (0.233) | - 0.021 (0.019) | 4598.676* (142.043) | 498.220* (3.349) | 7.486 (4.276) | 0.960* (0.316) | - 0.021 (0.024) | 5937.613* (186.508) |
| 8 | Norway 1995 | 471.091* (6.027) | 18.722* (8.870) | 0.957 (0.645) | 0.035 (0.060) | 5256.438* (310.472) | $478.411^{*}(7.733)$ | 23.685* (9.811) | 0.998 (0.589) | 0.082 (0.055) | 5687.513* (316.958) |
| 9 | Iceland 1995 | 462.070* (3.644) | 12.573 (6.512) | 1.219* (0.411) | - 0.064 (0.039) | 4689.135* (229.396) | 455.833* (4.640) | 11.288 (7.470) | 1.612* (0.484) | -0.007 (0.041) | 5624.910* (300.077) |
| 10 | Sweden 1995 | 522.585* (3.124) | 10.044 (6.617) | 1.641* (0.332) | 0.026 (0.027) | 5143.392* (219.066) | 532.123* (3.462) | 12.144 (6.293) | 1.652* (0.348) | 0.040 (0.026) | 5996.782* (212.391) |
| 11 | Cyprus 1995 | 452.769* (4.429) | 7.030 (5.612) | 1.877* (0.403) | - 0.025 (0.029) | 8338.689* (257.359) | 424.053* (4.948) | 21.472* (5.562) | 1.765* (0.366) | - 0.035 (0.031) | 8246.409* (298.051) |
| 12 | Scotland 1995 | 466.525* (4.336) | 19.811* (5.542) | 0.979* (0.352) | 0.021 (0.029) | 5978.791* (245.927) | 468.949* (4.769) | $21.327^{*}(5.840)$ | 1.774* (0.398) | - 0.007 (0.034) | 7978.777* (278.448) |
| 13 | Slovak Rep. 1995 | $511.624^{*}(3.500)$ | 22.252* (4.693) | 0.768* (0.264) | - 0.007 (0.021) | 5378.109* (212.859) | 510.572* (3.678) | 22.934* (4.822) | 0.597* (0.279) | - 0.006 (0.023) | 6012.041* (248.947) |

The rows depict the results of the regression model described in Eq. (1) with an additional quadratic term for age for the different samples. The columns depict the parameters with standard errors (SE) in parentheses. The
${ }^{*} p<0.050$
Table 8 Results of the regression discontinuity analyses with an additional interaction term

|  | School level Country | Mathematics |  |  |  |  | Science |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Added-year slope | Age slope | Added-year slope $\times$ age | Residual variance | Intercept | Added-year slope | Age slope | Added-year slope $\times$ age | Residual variance |
|  |  | $\operatorname{Par}$ (SE) | $\operatorname{Par}$ (SE) | $\operatorname{Par}$ (SE) | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | $\operatorname{Par}$ (SE) | Par (SE) | Par (SE) | Par (SE) | $\operatorname{Par}$ (SE) |
|  |  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) | (10) |
|  | Primary school |  |  |  |  |  |  |  |  |  |  |
| 1 | Norway 2015 | 509.573* (2.983) | 31.881* (3.855) | 2.722* (0.364) | $-1.372^{*}(0.511)$ | 4854.862* (143.943) | 508.599* (2.819) | 21.639* (3.198) | 2.509* (0.354) | $-1.244^{*}(0.479)$ | 4183.073* (144.082) |
| 2 | Norway 1995 | 401.509* (4.806) | 59.191* (6.565) | $3.041^{*}(0.618)$ | -0.716 (0.783) | 6070.330* (244.478) | 438.317* (6.252) | 46.654* (7.980) | 4.074* (0.856) | - 1.353 (1.105) | 9174.963* (378.620) |
| 3 | Iceland 1995 | 391.002* (5.044) | 47.339* (6.021) | 2.329* (0.673) | -0.269 (0.850) | 5507.248* (281.228) | 417.660* (6.659) | 42.484* (8.350) | $3.137^{*}(0.896)$ | - 0.567 (1.098) | 8288.562* (384.414) |
| 4 | Cyprus 1995 | 407.874* (5.241) | 43.504* (7.813) | 2.612* (0.702) | - 0.122 (0.980) | 8283.338* (245.002) | $399.424^{*}(4.436)$ | $26.374^{*}(6.335)$ | 2.623* (0.753) | - 0.100 (0.925) | 6315.075* (196.952) |
| 5 | Greece 1995 | 411.825* (5.576) | 44.208* (6.443) | 3.000* (0.588) | - 0.304 (0.876) | 8712.894* (384.708) | $437.961^{*}(5.127)$ | 28.584* (5.582) | 3.019* (0.585) | - 0.414 (0.879) | 6723.025* (317.444) |
| 6 | Scotland 1995 | 436.026* (5.370) | $22.288^{*}(7.270)$ | 2.642* (0.605) | 1.624 (0.977) | 7670.168* (367.595) | $467.073^{*}(6.905)$ | 12.260 (7.699) | 2.668* (0.835) | 1.771 (1.171) | 9415.367* (472.825) |
|  | Secondary school |  |  |  |  |  |  |  |  |  |  |
| 7 | Norway 2015 | 495.823* (2.891) | 13.815* (3.657) | 1.154* (0.314) | - 0.497 (0.476) | 4593.922* (139.978) | 498.258* (3.565) | 7.682 (4.255) | 1.123* (0.455) | - 0.374 (0.574) | 5934.767* (194.941) |
| 8 | Norway 1995 | 472.019* (6.548) | 18.418* (8.946) | 0.874 (0.889) | 0.271 (1.444) | 5257.594* (310.948) | $478.320 *(8.354)$ | $22.903^{*}(9.705)$ | 0.365 (0.917) | 1.439 (1.321) | 5687.932* (313.444) |
| 9 | Iceland 1995 | 463.380* (3.823) | 13.328* (6.635) | 1.942* (0.617) | - 1.575 (0.966) | 4689.279* (228.849) | $455.570 *(5.062)$ | 11.322 (7.562) | 1.614* (0.706) | - 0.023 (1.023) | 5625.201* (299.921) |
| 10 | Sweden 1995 | 522.341* (3.235) | 9.720 (6.776) | 1.405* (0.349) | 0.537 (0.651) | 5140.396* (222.343) | $531.671^{*}(3.606)$ | 11.610 (6.433) | 1.267* (0.396) | 0.873 (0.680) | 5996.555* (212.460) |
| 11 | Cyprus 1995 | 453.798* (4.421) | 7.508 (5.759) | 2.256* (0.481) | - 0.816 (0.684) | 8338.047* (257.122) | $424.671^{*}(5.059)$ | $21.912^{*}(5.596)$ | 2.144* (0.504) | - 0.830 (0.747) | 8245.741* (297.344) |
| 12 | Scotland 1995 | 465.589* (4.568) | 19.475* (5.493) | 0.647 (0.535) | 0.703 (0.720) | 5978.627* (246.252) | $468.600 *(5.105)$ | $21.338^{*}(5.844)$ | 1.762* (0.586) | 0.006 (0.848) | 7977.686* (278.244) |
| 13 | Slovak Rep. 1995 | 511.745* (3.631) | 22.335* (4.689) | 0.841* (0.367) | - 0.160 (0.498) | 5378.066* (212.867) | 510.504* (3.772) | 22.978* (4.864) | 0.629 (0.363) | - 0.078 (0.558) | 6025.692* (245.040) |

The rows depict the results of the regression model described in Eq. (1) with an additional interaction term between added-year and age for the different samples. The columns depict the parameters with standard errors (SE) in parentheses. The analyses are based on unstandardized achievement scores ${ }^{*} p<0.050$

Table 9 Results of the regression discontinuity analyses with a smaller age bandwidth

|  | School level Country | Mathematics |  |  |  | Science |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Added- <br> year slope | Age slope | Residual variance | Intercept | Added- <br> year slope | Age slope | Residual variance |
|  |  | Par (SE) | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | Par (SE) | Par (SE) | Par (SE) | Par (SE) | Par (SE) |
|  |  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
|  | Primary school |  |  |  |  |  |  |  |  |
| 1 | Norway 2015 | $\begin{aligned} & 509.421^{*} \\ & (3.356) \end{aligned}$ | $\begin{aligned} & 27.251^{*} \\ & (5.251) \end{aligned}$ | $\begin{gathered} 2.757^{*} \\ (0.692) \end{gathered}$ | $\begin{aligned} & \text { 4843.287* } \\ & (180.137) \end{aligned}$ | $\begin{aligned} & 509.231^{*} \\ & (3.091) \end{aligned}$ | $\begin{aligned} & 15.993^{*} \\ & (4.561) \end{aligned}$ | $\begin{gathered} 2.783^{*} \\ (0.641) \end{gathered}$ | $\begin{aligned} & 4159.761^{*} \\ & (170.431) \end{aligned}$ |
| 2 | Norway 1995 | $\begin{aligned} & 403.621^{*} \\ & (4.857) \end{aligned}$ | $\begin{aligned} & 51.792^{*} \\ & (7.725) \end{aligned}$ | $\begin{gathered} 3.963^{*} \\ (1.086) \end{gathered}$ | $\begin{aligned} & \text { 5911.597* } \\ & \text { (247.729) } \end{aligned}$ | $\begin{aligned} & \text { 436.027* } \\ & \text { (7.192) } \end{aligned}$ | $\begin{aligned} & 45.753^{*} \\ & (11.774) \end{aligned}$ | $\begin{gathered} 3.539^{*} \\ (1.371) \end{gathered}$ | $\begin{aligned} & 9035.392^{*} \\ & (447.899) \end{aligned}$ |
| 3 | Iceland 1995 | $\begin{aligned} & 391.100^{*} \\ & (5.438) \end{aligned}$ | $\begin{aligned} & 47.463^{*} \\ & (7.975) \end{aligned}$ | $\begin{gathered} 2.068 \\ (1.167) \end{gathered}$ | $\begin{aligned} & 5327.020^{*} \\ & (283.000) \end{aligned}$ | $\begin{aligned} & 419.667^{*} \\ & (6.754) \end{aligned}$ | $\begin{aligned} & 37.130^{*} \\ & (10.063) \end{aligned}$ | $\begin{aligned} & 3.899^{*} \\ & (1.498) \end{aligned}$ | $\begin{aligned} & 8349.602^{*} \\ & (485.211) \end{aligned}$ |
| 4 | Cyprus $1995$ | $\begin{aligned} & 407.582^{*} \\ & (5.823) \end{aligned}$ | $\begin{aligned} & 43.605^{*} \\ & (10.145) \end{aligned}$ | $\begin{array}{r} 2.638 \\ (1.379) \end{array}$ | $\begin{aligned} & 8071.871^{*} \\ & (314.508) \end{aligned}$ | $\begin{aligned} & 400.216^{*} \\ & (4.356) \end{aligned}$ | $\begin{aligned} & 22.304^{*} \\ & (8.306) \end{aligned}$ | $\begin{gathered} 3.382^{*} \\ (1.204) \end{gathered}$ | $\begin{aligned} & \text { 6231.820* } \\ & (275.022) \end{aligned}$ |
| 5 | Greece $1995$ | $\begin{aligned} & 410.562^{*} \\ & (5.632) \end{aligned}$ | $\begin{aligned} & \text { 45.049* } \\ & (9.064) \end{aligned}$ | $\begin{gathered} 2.445^{*} \\ (1.121) \end{gathered}$ | $\begin{aligned} & 8770.129^{*} \\ & (446.473) \end{aligned}$ | $\begin{aligned} & 435.162^{*} \\ & (5.289) \end{aligned}$ | $\begin{aligned} & 33.488^{*} \\ & (8.271) \end{aligned}$ | $\begin{array}{r} 1.722 \\ (1.015) \end{array}$ | $\begin{aligned} & \text { 6844.656* } \\ & (382.501) \end{aligned}$ |
| 6 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | $\begin{aligned} & \text { 436.203* } \\ & (5.386) \end{aligned}$ | $\begin{aligned} & 30.013^{*} \\ & \text { (9.533) } \end{aligned}$ | $\begin{array}{r} 2.224 \\ (1.289) \end{array}$ | $\begin{aligned} & \text { 7743.013* } \\ & \text { (449.571) } \end{aligned}$ | $\begin{aligned} & \text { 469.266* } \\ & (6.733) \end{aligned}$ | $\begin{aligned} & 16.042 \\ & (10.338) \end{aligned}$ | $\begin{aligned} & 3.037 * \\ & (1.419) \end{aligned}$ | $\begin{aligned} & 9742.469^{*} \\ & (560.327) \end{aligned}$ |
|  | Secondary school |  |  |  |  |  |  |  |  |
| 7 | Norway 2015 | $\begin{aligned} & 495.570^{*} \\ & (3.142) \end{aligned}$ | $\begin{aligned} & 11.598^{*} \\ & (5.011) \end{aligned}$ | $\begin{array}{r} 1.192 \\ (0.653) \end{array}$ | $\begin{aligned} & \text { 4653.471* } \\ & \text { (195.607) } \end{aligned}$ | $\begin{aligned} & \text { 498.375* } \\ & (3.914) \end{aligned}$ | $\begin{array}{r} 5.024 \\ (6.274) \end{array}$ | $\begin{array}{r} 1.201 \\ (0.830) \end{array}$ | $\begin{aligned} & \text { 6009.678* } \\ & (203.420) \end{aligned}$ |
| 8 | Norway 1995 | $\begin{aligned} & 468.089^{*} \\ & (7.251) \end{aligned}$ | $\begin{aligned} & 30.708^{*} \\ & (12.623) \end{aligned}$ | $\begin{aligned} & -1.540 \\ & (1.639) \end{aligned}$ | $\begin{aligned} & \text { 4981.909* } \\ & (430.018) \end{aligned}$ | $\begin{aligned} & 474.322^{*} \\ & (8.024) \end{aligned}$ | $\begin{aligned} & 39.520^{*} \\ & (12.710) \end{aligned}$ | $\frac{-2.227}{(1.630)}$ | $\begin{aligned} & 5578.207^{*} \\ & (431.858) \end{aligned}$ |
| 9 | Iceland 1995 | $\begin{aligned} & 461.823^{*} \\ & (4.487) \end{aligned}$ | $\begin{aligned} & 11.524 \\ & (8.858) \end{aligned}$ | $\begin{array}{r} 1.407 \\ (1.207) \end{array}$ | $\begin{aligned} & 4494.301^{*} \\ & (279.431) \end{aligned}$ | $\begin{aligned} & 456.088^{*} \\ & (5.343) \end{aligned}$ | $\begin{aligned} & 11.292 \\ & (9.393) \end{aligned}$ | $\begin{gathered} 1.676 \\ (1.317) \end{gathered}$ | $\begin{aligned} & 5537.853^{*} \\ & (390.613) \end{aligned}$ |
| 10 | $\begin{aligned} & \text { Sweden } \\ & 1995 \end{aligned}$ | $\begin{aligned} & 520.467^{*} \\ & (3.608) \end{aligned}$ | $\begin{aligned} & 18.161^{*} \\ & (8.057) \end{aligned}$ | $\begin{array}{r} 0.364 \\ (0.989) \end{array}$ | $\begin{aligned} & 5265.781^{*} \\ & (243.625) \end{aligned}$ | $\begin{aligned} & 531.356^{*} \\ & (4.115) \end{aligned}$ | $\begin{aligned} & \text { 17.381* } \\ & (8.010) \end{aligned}$ | $\begin{array}{r} 0.792 \\ (1.079) \end{array}$ | $\begin{aligned} & \text { 6233.760* } \\ & (259.991) \end{aligned}$ |
| 11 | Cyprus $1995$ | $\begin{aligned} & 445.765^{*} \\ & (5.049) \end{aligned}$ | $\begin{aligned} & 21.228^{*} \\ & (8.285) \end{aligned}$ | $\begin{aligned} & -0.784 \\ & (1.097) \end{aligned}$ | $\begin{aligned} & 8294.749^{*} \\ & (285.595) \end{aligned}$ | $\begin{aligned} & 418.189^{*} \\ & (5.879) \end{aligned}$ | $\begin{aligned} & 31.396^{*} \\ & (8.934) \end{aligned}$ | $\begin{aligned} & -0.060 \\ & (1.206) \end{aligned}$ | $\begin{aligned} & 8232.642^{*} \\ & (313.417) \end{aligned}$ |
| 12 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | $\begin{aligned} & 467.638^{*} \\ & (4.293) \end{aligned}$ | $\begin{aligned} & \text { 17.809* } \\ & \text { (7.139) } \end{aligned}$ | $\begin{array}{r} 1.043 \\ (0.878) \end{array}$ | $\begin{aligned} & 5946.453^{*} \\ & \text { (280.171) } \end{aligned}$ | $\begin{aligned} & 468.693^{*} \\ & (5.112) \end{aligned}$ | $\begin{aligned} & 21.528^{*} \\ & (7.816) \end{aligned}$ | $\begin{array}{r} 1.524 \\ (1.020) \end{array}$ | $\begin{aligned} & 7962.746 * \\ & (387.270) \end{aligned}$ |
| 13 | Slovak <br> Rep. 1995 | $\begin{aligned} & 513.458^{*} \\ & (3.800) \end{aligned}$ | $\begin{aligned} & 16.595^{*} \\ & (6.489) \end{aligned}$ | $\begin{gathered} 1.821^{*} \\ (0.822) \end{gathered}$ | $\begin{aligned} & 5237.842^{*} \\ & \text { (223.091) } \end{aligned}$ | $\begin{aligned} & 511.464^{*} \\ & (3.939) \end{aligned}$ | $\begin{aligned} & 18.848^{*} \\ & (6.544) \end{aligned}$ | $\begin{array}{r} 1.305 \\ (0.814) \end{array}$ | $\begin{aligned} & 5839.981 * \\ & (261.382) \end{aligned}$ |

The rows depict the results of the regression model described in Eq. (1) with a reduced age bandwidth (six months before and after threshold) for the different samples. The columns depict the parameters with standard errors (SE) in parentheses. The analyses are based on unstandardized achievement scores
*p $<0.050$
samples and domains. When only analyzing the subset of students who were closest to the threshold, both age and grade effects were either statistically significant and positive or not significantly different from zero.

## Appendix B: Results of the regression discontinuity analyses with student-level focus

See Table 10.

Table 10 Results of the regression discontinuity analyses with student-level focus

|  | School <br> level <br> Country | Mathematics |  |  |  | Science |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Intercept | Addedyear slope | Age slope | Residual variance | Intercept | Addedyear slope | Age slope | Residual variance |
|  |  | $\operatorname{Par}$ (SE) | $\operatorname{Par}$ (SE) | Par (SE) | Par (SE) | Par (SE) | $\operatorname{Par}(\mathrm{SE})$ | Par (SE) | $\operatorname{Par}$ (SE) |
|  |  | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
|  | Primary school |  |  |  |  |  |  |  |  |
| 1 | Norway 2015 | $\begin{aligned} & 505.825^{*} \\ & (2.799) \end{aligned}$ | $\begin{aligned} & 31.155^{*} \\ & (3.834) \end{aligned}$ | $\begin{aligned} & 2.027^{*} \\ & (0.268) \end{aligned}$ | $\begin{aligned} & 4847.435^{*} \\ & (152.463) \end{aligned}$ | $\begin{aligned} & 505.192^{*} \\ & (2.701) \end{aligned}$ | $\begin{aligned} & 21.000^{*} \\ & (3.208) \end{aligned}$ | $\begin{aligned} & 1.877^{*} \\ & (0.244) \end{aligned}$ | $\begin{aligned} & 4196.172^{*} \\ & (148.098) \end{aligned}$ |
| 2 | Norway 1995 | $\begin{aligned} & 399.594^{*} \\ & (4.435) \end{aligned}$ | $\begin{aligned} & 58.656^{*} \\ & (6.582) \end{aligned}$ | $\begin{aligned} & 2.694^{*} \\ & (0.426) \end{aligned}$ | $\begin{aligned} & 6074.167^{*} \\ & (243.250) \end{aligned}$ | $\begin{aligned} & 434.680^{*} \\ & (5.562) \end{aligned}$ | $\begin{aligned} & 45.678^{*} \\ & (8.137) \end{aligned}$ | $\begin{aligned} & 3.415^{*} \\ & (0.491) \end{aligned}$ | $\begin{aligned} & 9179.148^{*} \\ & (381.007) \end{aligned}$ |
| 3 | Iceland 1995 | $\begin{aligned} & 390.246^{*} \\ & (4.416) \end{aligned}$ | $\begin{aligned} & 47.254^{*} \\ & (6.041) \end{aligned}$ | $\begin{aligned} & 2.191^{*} \\ & (0.453) \end{aligned}$ | $\begin{aligned} & 5508.710^{*} \\ & (283.667) \end{aligned}$ | $\begin{aligned} & \text { 416.062* } \\ & (6.164) \end{aligned}$ | $\begin{aligned} & 42.318^{*} \\ & (8.359) \end{aligned}$ | $\begin{aligned} & 2.846^{*} \\ & (0.604) \end{aligned}$ | $\begin{aligned} & 8296.467^{*} \\ & (384.427) \end{aligned}$ |
| 4 | Cyprus 1995 | $\begin{aligned} & 407.561^{*} \\ & (5.095) \end{aligned}$ | $\begin{aligned} & 43.398^{*} \\ & (7.674) \end{aligned}$ | $\begin{aligned} & 2.551^{*} \\ & (0.536) \end{aligned}$ | $\begin{aligned} & 8308.468^{*} \\ & (234.948) \end{aligned}$ | $\begin{aligned} & 399.170^{*} \\ & (3.692) \end{aligned}$ | $\begin{aligned} & 26.277^{*} \\ & (6.417) \end{aligned}$ | $\begin{aligned} & 2.574^{*} \\ & (0.470) \end{aligned}$ | $\begin{aligned} & \text { 6331.527* } \\ & \text { (193.516) } \end{aligned}$ |
| 5 | Greece 1995 | $\begin{aligned} & 411.061^{*} \\ & (5.081) \end{aligned}$ | $\begin{aligned} & \text { 43.955* } \\ & \text { (6.353) } \end{aligned}$ | $\begin{aligned} & 2.846^{*} \\ & (0.432) \end{aligned}$ | $\begin{aligned} & 8712.216^{*} \\ & (384.525) \end{aligned}$ | $\begin{aligned} & 436.896^{*} \\ & (4.467) \end{aligned}$ | $\begin{aligned} & 28.284^{*} \\ & (5.590) \end{aligned}$ | $\begin{aligned} & 2.807^{*} \\ & (0.374) \end{aligned}$ | $\begin{aligned} & \text { 6748.209* } \\ & \text { (320.059) } \end{aligned}$ |
| 6 | $\begin{aligned} & \text { Scotland } \\ & 1995 \end{aligned}$ | $\begin{aligned} & 440.219^{*} \\ & (4.481) \end{aligned}$ | $\begin{aligned} & 23.661^{*} \\ & (7.087) \end{aligned}$ | $\begin{aligned} & 3.437^{*} \\ & (0.469) \end{aligned}$ | $\begin{aligned} & 7678.334^{*} \\ & (369.882) \end{aligned}$ | $\begin{aligned} & 471.654^{*} \\ & (5.573) \end{aligned}$ | $\begin{aligned} & 13.743 \\ & (7.603) \end{aligned}$ | $\begin{aligned} & 3.535^{*} \\ & (0.542) \end{aligned}$ | $\begin{aligned} & 9429.816^{*} \\ & (475.866) \end{aligned}$ |
|  | Secondary school |  |  |  |  |  |  |  |  |
| 7 | Norway 2015 | $\begin{aligned} & 494.471^{*} \\ & (2.705) \end{aligned}$ | $\begin{aligned} & 13.539^{*} \\ & (3.623) \end{aligned}$ | $\begin{aligned} & 0.903^{*} \\ & (0.235) \end{aligned}$ | $\begin{aligned} & 4604.117^{*} \\ & (145.718) \end{aligned}$ | $\begin{aligned} & \text { 497.232* } \\ & (3.067) \end{aligned}$ | $\begin{array}{r} 7.494 \\ (4.274) \end{array}$ | $\begin{aligned} & 0.932^{*} \\ & (0.310) \end{aligned}$ | $\begin{aligned} & 5938.218^{*} \\ & (187.436) \end{aligned}$ |
| 8 | Norway 1995 | $\begin{aligned} & 472.801 * \\ & (5.859) \end{aligned}$ | $\begin{aligned} & 18.423^{*} \\ & (8.902) \end{aligned}$ | $\begin{aligned} & 1.023 \\ & (0.664) \end{aligned}$ | $\begin{aligned} & 5259.227^{*} \\ & (311.208) \end{aligned}$ | $\begin{aligned} & 482.441^{*} \\ & (6.814) \end{aligned}$ | $\begin{aligned} & 23.011^{*} \\ & (9.679) \end{aligned}$ | $\begin{aligned} & 1.151^{*} \\ & (0.584) \end{aligned}$ | $\begin{aligned} & 5700.460^{*} \\ & (316.976) \end{aligned}$ |
| 9 | Iceland 1995 | $\begin{aligned} & 458.867^{*} \\ & (3.667) \end{aligned}$ | $\begin{aligned} & 12.836^{*} \\ & (6.520) \end{aligned}$ | $\begin{aligned} & 1.120^{*} \\ & (0.408) \end{aligned}$ | $\begin{aligned} & 4698.816^{*} \\ & (229.414) \end{aligned}$ | $\begin{aligned} & 455.500^{*} \\ & (4.507) \end{aligned}$ | $\begin{aligned} & 11.321 \\ & (7.493) \end{aligned}$ | $\begin{aligned} & 1.602^{*} \\ & (0.484) \end{aligned}$ | $\begin{aligned} & 5626.104^{*} \\ & (300.330) \end{aligned}$ |
| 10 | Sweden 1995 | $\begin{aligned} & 523.816^{*} \\ & (3.089) \end{aligned}$ | $\begin{aligned} & 10.024 \\ & (6.622) \end{aligned}$ | $\begin{aligned} & 1.684^{*} \\ & (0.350) \end{aligned}$ | $\begin{aligned} & 5142.924^{*} \\ & (218.476) \end{aligned}$ | $\begin{aligned} & 534.063^{*} \\ & (3.317) \end{aligned}$ | $\begin{aligned} & 12.116 \\ & (6.298) \end{aligned}$ | $\begin{aligned} & \text { 1.719* } \\ & (0.361) \end{aligned}$ | $\begin{aligned} & 5999.333^{*} \\ & (213.270) \end{aligned}$ |
| 11 | $\begin{aligned} & \text { Cyprus } \\ & 1995 \end{aligned}$ | $\begin{aligned} & 451.626^{*} \\ & (4.651) \end{aligned}$ | $\begin{array}{r} 6.940 \\ (5.568) \end{array}$ | $\begin{aligned} & 1.856^{*} \\ & (0.407) \end{aligned}$ | $\begin{aligned} & 8341.627^{*} \\ & (259.260) \end{aligned}$ | $\begin{aligned} & 422.464^{*} \\ & (5.040) \end{aligned}$ | $\begin{aligned} & 21.324^{*} \\ & (5.530) \end{aligned}$ | $\begin{aligned} & 1.737^{*} \\ & (0.367) \end{aligned}$ | $\begin{aligned} & 8243.619^{*} \\ & (300.971) \end{aligned}$ |
| 12 | Scotland 1995 | $\begin{aligned} & 467.560^{*} \\ & (4.045) \end{aligned}$ | $\begin{aligned} & 19.749^{*} \\ & (5.527) \end{aligned}$ | $\begin{aligned} & 1.009^{*} \\ & (0.346) \end{aligned}$ | $\begin{aligned} & 5981.705^{*} \\ & (247.161) \end{aligned}$ | $\begin{aligned} & 468.616^{*} \\ & (4.552) \end{aligned}$ | $\begin{aligned} & 21.346^{*} \\ & (5.845) \end{aligned}$ | $\begin{aligned} & 1.764^{*} \\ & (0.396) \end{aligned}$ | $\begin{aligned} & 7977.925^{*} \\ & (278.232) \end{aligned}$ |
| 13 | Slovak Rep. 1995 | $\begin{aligned} & 511.306^{*} \\ & (3.401) \end{aligned}$ | $\begin{aligned} & 22.259^{*} \\ & (4.688) \end{aligned}$ | $\begin{aligned} & 0.761^{*} \\ & (0.262) \end{aligned}$ | $\begin{aligned} & 5368.146^{*} \\ & (209.076) \end{aligned}$ | $\begin{aligned} & 510.292^{*} \\ & (3.658) \end{aligned}$ | $\begin{aligned} & 22.936^{*} \\ & (4.825) \end{aligned}$ | $\begin{aligned} & 0.591^{*} \\ & (0.282) \end{aligned}$ | $\begin{aligned} & 6012.676^{*} \\ & (248.595) \end{aligned}$ |

The rows depict the results of the regression model described in Eq. (1) for the different samples. These results are illustrated graphically in Fig. 2. The columns depict the parameters with standard errors (SE) in parentheses. The analyses are based on unstandardized achievement scores
*p $<0.050$
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ICC: Intra-class correlation; SD: Standard deviation; SE: Standard error; TIMSS 1995: Third International Mathematics and Science Study 1995; TIMSS 2015: Trends in International Mathematics and Science Study 2015.
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